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ABSTRACT

Providing Quality of Service (QoS) guarantees in the pres-
ence of delay-sensitive data streams demands the under-
standing of the delay’s behavior. Moreover, the support of
QoS over a wireless channel comes up against to the time-
varying nature of the channel. In this work, we accommo-
date both issues and evaluate the maximum source rate such
that certain delay bound D? can be supported with a vi-
olation probability e. We call this maximum source rate
Capacity with Probabilistic Delay Constraint Cpt .. The ef-
fective bandwidth theory is a framework widely used to an-
alyze wired networks and constitutes the basis of the work
with the necessary adaption for its use in a wireless sys-
tem. The time-correlated nature of the wireless channel has
been modeled with a Finite State Markov Chain (FSMC).
As expected, the maximum Cp: . increases for long allowed
delays (D' — 00) and diminishes when the delay constraint
is more strict. The expected delay violation probability is
compared to simulations in order to validate our results.

Categories and Subject Descriptors

G.3 [Probability and Statistics|: Queueing Theory-Large
Deviations

General Terms

Theory, Performance

Keywords

Effective bandwidth, wireless systems, Quality of Service,
delay

Permission to make digital or hard copies of all or part of this work for
personal or classroom use is granted without fee provided that copies are
not made or distributed for profit or commercial advantage and that copies
bear this notice and the full citation on the first page. To copy otherwise, to
republish, to post on servers or to redistribute to lists, requires prior specific
permission and/or a fee.

Valuetools *07, October 23-25, 2007, Nantes, France

Copyright 2007 ICST 978-963-9799-00-4.

M. Carmen
Aguayo-Torres
Department of Ingenieria de
Comunicaciones
University of Malaga
Campus de Teatinos, E-29071
Malaga, Spain
aguayo@ic.uma.es

J. Tomés
Entrambasaguas
Department of Ingenieria de
Comunicaciones
University of Malaga
Campus de Teatinos, E-29071
Malaga, Spain
jtem@ic.uma.es

1. INTRODUCTION

The provisioning of Quality of Service (QoS) comes up
against to the time-varying nature of the wireless channel.
This time-variation or fading is caused by the existence of
multiple paths for the signal travelling between the trans-
mitter and the receiver.

The wireless channel has a complex mathematical char-
acterization that turns out to be a handicap for the devel-
opment of upper layer procedures (e.g. QoS provisioning)
where it would be desirable to have information of the be-
havior of the underlying radio channel. For the incorpora-
tion of the channel effects in the design of high layer proce-
dures, simplified models that capture the main properties of
the wireless channel while avoiding the mathematical com-
plexity have been developed. Finite State Markov Chain
(FSMC) [1] [2] is one of these models and has been incorpo-
rated for the representation of flat fading. Thus, the FSMC
models the wireless channel while avoiding the underlying
mathematical complexity.

Broadband networks are expected to support various ap-
plications that can generate a mixture of heterogeneous traf-
fic to the network. Quality of Service (QoS) requirements are
different depending on the traffic class and may be mainly
expressed in terms of throughput, Bit Error Rate (BER)
and delay. Thus, the understanding of the delay’s behavior
becomes a main issue to be studied for providing QoS guar-
antees in a wireless systems, specifically when delay-sensitive
applications are involved in the communication. In particu-
lar, it is feasible to provide probabilistic delay guarantees at
the maximum constant source rate such that certain delay
bound can be supported with probability 1—e. In this paper,
the problem of evaluating this maximum source rate, that
we have called Capacity with Probabilistic Delay Constraint,
is tackled based on the effective bandwidth theory.

The theory of large deviations, also known as the the-
ory of "rare events”, has provided a basis for the develop-
ment of the effective bandwidth theory [3] [4], which has
been widely used to analyze the statistical multiplexing in
wired networks such as asynchronous transfer mode (ATM)
networks. The effective bandwidth of a source express the
bandwidth (i.e. the service rate) needed to satisfy some
QoS requirements that can be expressed in terms of delay
and loss constraints. In [5] Wu and Negi developed a link-
layer channel model dual to the effective bandwidth model
suitable for wireless communication systems. Two functions



are employed to defined their link-layer channel model: the
probability of nonempty buffer, and the QoS exponent of
a physical channel or, equivalently, its Effective Capacity.
The main difference with the classical effective bandwidth
application in ATM is that in wireless communications the
service rate is no longer constant but variable, due to the
time-varying nature of the physical channel.

Several works following [5] employed the link-layer model
by Wu and Negi and showed that is capable of predicting the
QoS metrics under various conditions. In [6] the effective ca-
pacity model is applied to the transmission of variable rate
traffic and measurements are made for several source and
channel realizations. In [7] information from an ON-OFF
source is transmitted over a channel modelled as a FSMC
and they evaluate the source effective bandwidth which can
be transmitted with delay probabilistically bounded. In [8]
authors also employ an FSMC to model a Multiple Input
Multiple Output (MIMO) channel with adaptive modula-
tion and coding and evaluate the effective capacity function
parameterized by the QoS exponent. However, their ap-
proach differs of ours as they do not derive the maximum
source rate for the achieving of certain QoS guarantees. In
[9] they evaluate the optimum power control for an uncor-
related fading channel in order to maximize the effective
capacity under certain QoS exponent.

We have already calculated the Capacity with Probabilis-
tic Delay Constraint for the case of uncorrelated wireless
channel, i.e., a channel with no correlation among samples
[10]. Moreover, the extension to the general time-correlated
was made based on a semianalytic procedure. Here, an ana-
lytical result is given in a time-correlated channel based on
the employment of a FSMC for the modeling of the physical
layer.

The remainder of the paper is organized as follows. Sec-
tion 2 briefly describes the queueing system model including
the effective bandwidth tool. Section 3 presents the main
properties of the wireless channel and how it can be mod-
elled with a FSMC. In Section 4 we make some previous
calculations to evaluate the Capacity with Probabilistic De-
lay Constraint in Section 5. The capacity is also calculated
for the case of uncorrelated channel in Section 6 and Sec-
tion 7 compares both results. The expected delay violation
probability is compared to simulations under several condi-
tions in order to validate our results in Section 8. Finally,
some concluding remarks are given in Section 9.

2. QUEUEING SYSTEM ANALYSIS

The analysis of the behavior of the delay over a wireless
link is carried out through a queueing system as shown in
Fig. 1. Attention must be paid to the fact that the server is
representing the transmission rate in a wireless channel and
so the service rate is a function of the instantaneous response
of the channel which, as it will be detailed in Section 3, is
an autocorrelated (and therefore time-variant) random pro-
cess. Thus, the system under study is a G/G/1 queue with
autocorrelated service demands.

Using a fluid model, the arrival process has an instanta-
neous rate a(t) and the wireless channel can serve the queue
with rate ¢(¢). Along this work, a(t) is assumed to be con-
stant. The model for ¢(¢), on the basis of the transmission
with adaptive modulation and coding, is detailed in Section
3.2.

As the transmission works on a symbol by symbol ba-
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Figure 1: Queueing System.

sis, functions can be time-discretized with symbol period T,
fln] = f(nT), so that a[n] and c[n] are the amount of bits
per symbol generated by the source and transmitted by the
server, respectively. Thus, A[n] is the amount of bits gener-

n—1
ated by the source from 0 to time n—1, A[n] = Y a[m] and,

m=0
analogously, C[n] represents the accumulated transmission
n—1
rate, C[n] = > c[m)].
m=0

The queue size is supposed to be infinite and Q[n] de-
notes the amount of data in the buffer. The dynamic of a
generic G/G/1 system is characterized by the discrete-time
Lindley’s equation:

n—1 +
Qn] = (Z (a[m] — C[m])> =(An] - Cl)" (1)
m=0

with ()T £ max(0, z).

The asymptotic log-moment generating function of Q[n]
is defined as:

— qim L uQ[n]
A(u) = nlLrlgo . logE {e } (2)

Since a[n] and c[n] are independent of each other, A(u)
may be decomposed in two terms, A(u) = Aa(u) + Ac(—u),
where A 4 (u) and Ac(u) are the log-moment generating func-
tions of A[n] and C[n], respectively.

If the arrival and service processes are stationary and the
steady state queue length exists, (i.e. sup Pr{Q[n] > B} =

Pr{Q(o0) > B}), then the workload process Q[n] satisfies
a Large Deviation Principle (LDP) and the following asymp-
totic behavior for the queue length exceeding a certain thresh-
old B is satisfied [3]:

Pr{Q(c0) > B} < e %P B — o (3)
where f(z) < g(z) means that lim f(z)/g(z) =1 and 6 is
the solution to [11]:

Aa(u) + Ac(—u) |u=6e=0 (4)

Defining a(u) = A(u)/u (the so-called effective bandwidth
function), the equation for the obtaining of 8 (usually termed
as QoS exponent) can be also expressed as:

a(f) =aa(0)+ac(—0) =0 (5)

A more accurate approximation for small values of B in-
cludes the probability that the queue is not empty, denoted
by 7, and, therefore, the following less conservative approx-
imation for the tail probability of the queue is satisfied:

Pr{Q(c) > B}~ n- e 9B (6)
with n = Pr{Q[n] > 0}



In this paper the arrival process has constant rate, a[n] = X .

In this particular case, the delay experienced by a bit leav-
ing a First In First Out (FIFO) queue at time n will be
Di[n] = Q[n]/A. Thus, the probability of exceeding a tar-
get delay D' (referred throughout this paper as €) can be
written as follows:

e = Pr{D(c0) > D'} =7~ e~ P’ (7)

This approximation may be interpreted as the comple-
mentary of the tail of the probability distribution function
of the delay, so that the distribution of the tail of the delay
(PDF) is obtained as:

F(D") = Pr{D(c0) < D'} ~1—17- o—OAD! ®)

Notice that the fall follows an exponential rule as the pa-
rameter 1 approaches 1 when D’ increases. Moreover, the
tail of the probability density function (pdf) is obtained by
taking derivative of the PDF, resulting in the following ex-
pression:

fiot) = 4D

In (7), (8) and (9) the parameter to be obtained is 6.
In order to evaluate this QoS exponent it is necessary to
evaluate the log moment generating function for the source,
Aa(u), and the channel, Ac(u).

Calculation of the Aa(u) is straightforward. As the ar-
rival process is assumed to be constant, evaluating the log
moment generating function for A[n] results in:

z0~)\~n-eﬂ9ADt 9)

Aa(u) = lim 1 logE [e“A["]} =Xu (10)
n—oo N
Evaluation of Ac(u) is more complex and is derived in
Section 4. First, the main properties of the wireless channel
are to be detailed.

3. WIRELESS CHANNEL MODELLING

In this section, we revise the main properties of the wire-
less channel and how it can be modelled with a Finite State
Markov Chain.

3.1 Rayleigh Fading Wireless Channel

3.1.1 Multipath propagation

In wireless systems, signals travel through multiple paths
between the transmitter and the receiver. Due to these mul-
tiple ways, the received signal is formed as the addition of
different constructive and destructive components that the
receiver perceives as variations of the amplitude, phase and
angle of arrival of the signal. This phenomenon is known
as multipath fading [13]. The received signal is therefore a
set of attenuated, time-delayed, phase shifted replicas of the
transmitted signal.

The fading is categorized into two groups: large-scale and
small-scale fading. The large-scale fading refers to variations
that occur over relatively large distances. The small-scale
fading, characterizes the effects of small changes in the sepa-
ration between a transmitter and a receiver. These changes
can be caused by the mobility of the transmitter, the re-
ceiver or the intermediate objects in the path of the signal.
Variation due to small-scale fading occurs over very short

distances, on the order of the signal wavelength. No deter-
ministic model for the phenomenon exists and hence it is
characterized statistically. When there is not predominant
direct line of sight between the transmitter and the receiver
(NLOS, Not Line Of Sight), the Rayleigh distribution ap-
proximates quite well the channel envelope and the fading
is denoted Rayleigh fading. In the LOS case (Line of Sight,
i.e., the direct line of sight dominates), the most suitable dis-
tribution to approximate the signal envelope is the Rician
distribution.

Small-scale fading can be further divided into two types:
frequency selective and frequency non-selective fading. The
latter is also known as flat fading because all the frequency
components of the transmitted signal are affected by the
channel in approximately the same way. In this case, the
effect of the channel over the transmitted signal can be rep-
resented through the low-pass equivalent as in Fig. 2. z(t)
and y(t) are complex signals that correspond to the low-pass
equivalent of the modulated transmitted and received signal,
respectively. h(t) denotes the complex low-pass equivalent
of the response of the channel.

x(1) y(@)
h(t)
Figure 2: Low-pass equivalent of the flat fading
channel.

In this paper we focus on channels with Rayleigh fading
and non-frequency selective (flat fading).

3.1.2  Autocorrelation and Power Spectral Density

Another characteristic of the multipath channel is its time-
varying nature, since either the transmitter or the receiver
is in motion and therefore the location of reflectors in the
transmission path, which give rise to multipath, will change
over time. The coherence time of the channel T¢ is defined
as the time over which the channel response can be consid-
ered invariant.

Fading can also be studied in the frequency domain. When-
ever there is relative motion between the receiver and the
transmitter, the received signal suffers a frequency shift which
is just the manifestation of the fading phenomenon in the
frequency domain. The maximum frequency shift is charac-
terized by the Doppler frequency, f4, which is computed as
v/, where v is the relative velocity between the transmitter
and receiver and ) is the wavelength of the transmitted sig-
nal. The Doppler shift and the coherence time are inversely
proportional to one another, that is:

1
~ 5 (11)

The variability of the wireless channel over time is usually
reflected through its autocorrelation function. This second-
order statistic generally depends on the propagation geom-
etry, the velocity of the mobile and the antenna character-
istics. A uniform scattering environment is a common as-
sumption that means that the channel consists of many scat-
terers densely packed with respect to angle. The impulse

Tc



response of the channel is a wide-sense stationary random
process (WSS) and thus the continuous-time autocorrelation
function of the received signal does not depend on the time
t but just on the time difference 7:

R(7) = Jo(2m faT); (12)

where Jy(.) is the zeroth order Bessel function of the first
kind and fg4 is the maximum Doppler frequency in Hertz. In
the discrete-time domain, it is more convenient to express
the Doppler frequency normalized by the sampling rate, i.e.,
multiplied by the symbol period Ts (fa-Ts).

Another representation of the autocorrelation is in the
frequency domain. Thus, the power spectral density (PSD)
is obtained by taking the Fourier transform of R(7) relative
to the time parameter 7:

< ]
mtay1-(£) (13)

0 elsewhere

S(f) =

From the observation of the autocorrelation function it
can be concluded that a low value of the product fq-7Ts
implies high correlation in the signal and, analogously, a
high value of fq - Ts means low correlation. In the limit
(fa - Ts — o) there is no correlation and the samples are
independent of each others.

Before concluding this section, we introduce the concept
of uncorrelated channel. The uncorrelated channel (also
termed as block fading channel [15]) is used when the chan-
nel response is the same over constant-sized blocks of chan-
nel uses so that there is no correlation from one block to the
next. The uncorrelated channel approximation suits well
multicarrier systems, where different carriers (frequency di-
versity) play the role of time-separated blocks (time diver-
sity). We refer to this case hereafter as block fading or
uncorrelated or time-independent channel.

3.1.3 Signal to Noise Ratio

The instantaneous Signal to Noise Ratio at the receiver,
~(t), is widely employed as a good indicator of the state
of the channel. When the channel is ”bad”, the signal is
severely degradated during its route between transmitter
and receiver and the instantaneous SNR decreases. A high
value of instantaneous SNR indicates that the channel is
”good” and the signal is hardly affected by channel degrada-
tion.

With the previous definition of h(t) as the complex re-
sponse of the channel, the instantaneous SNR is proportional
to the square of |h(t)|:

1) = ) (14)

where E; is the average energy per symbol and Ny is the
noise power spectral density. If the noise is Additive White
Gaussian Noise (AWGN), «(t) is exponentially distributed
for Rayleigh channels, with probability density function:

1

p(y) = %e_

where 7 is the average Signal to Noise Ratio.

2[R

(15)

3.2 Service rate in an Adaptive Modulation
and Coding scheme

Adaptive Modulation and Coding schemes (AMC) is a
technique widely employed in current wireless systems that
modifies transmission parameters such as constellation size
and coding rate dynamically, trying to adapt to the time-
varying conditions of the channel. The basic premise is to
estimate the channel at the receiver and feed this estimate
back to the transmitter, so that the transmission scheme can
be adapted relative to the channel characteristics.

A constellation of m; symbols is employed within the fad-
ing region (I';,Ti41), ¢ = 0,1,.., M (defining I'o = 0). The
SNR thresholds may be designed, for example, to fulfill an
instantaneous Bit Error Rate (I-BER) condition [14]. In Fig.
4, the curves of the BER for several constellations are pre-
sented as a function of the received SNR. Thus, the curve
BERBPSK represents the instantaneous BER when using
BPSK and analogously for the rest of the curves. A target
BER, BER!, is fixed as a possible QoS requirement (e.g.
10~2 in the figure). Then, the crossing of the different curves
with the straight line set by BER® determines the thresh-
olds I'; that may be defined to keep the instantaneous BER
below the desired BER' whatever the time-varying SNR is.

In short, the selection of region i means the utilization
of certain transmission (or service) rate, which express the
number of bits per second that are available for user trans-
mission in that region. Thus, the service rate c[n] is a func-
tion of the instantaneous SNR ~[n] through the following
expression:

7(7) = logy(mi), i < v < Tij1,i=0.M (16)

BERBPSI\'

... BEROSK
. BER'eAM
. BER%AM

_ . BER'
NTX BPSK \.\ QPSK ., 16QAM % 64QAM R

BER(7)

ot '1 ‘—- i
5 1 10 T, 15 Ty 20 5T, 30 35

Y (aB)

Figure 4: Adaptive Modulation.

With the employment of coding techniques, bit errors in-
troduced by transmission can be either detected or corrected
by the receiver. If v is small, a stronger error correction may
be used and consequently the number of bits for user data
transmission given by (16) decreases. For high values of ~,



Table 1:

AMC parameters

State O | State 1 | State 2 | State 3 State 4 State 5
Modulation BPSK | QPSK | QPSK | 16-QAM | 16-QAM | 64-QAM
Coding Rate 1/2 1/2 3/4 9/16 3/4 3/4
Service Rate r; (bits/symb) 0.50 1.00 1.50 2.25 3.00 4.50
I'; (dB) -1.5331 | 1.0942 3.9722 7.7021 10.2488 15.9784

*********** Pm-2,Mm-1 Pm-2.m-1

Figure 3: Representation of a Rayleigh channel with a FSMC.

a weaker error correction or no coding may be used.

For the numerical examples and simulations hereafter in
this work, six AMC modes are defined with the parameters
shown in Table 1 [12].

3.3 Channel Modeling with a FSMC

In a Finite State Markov Chain, the range of received
SNR is divided into several consecutive regions. Region 14
is mapped into state 7 of the chain and is delimited by two
thresholds, I'; and I';41 (see Fig. 3). Thus, each state of the
chain represents one fading region. The steady state proba-
bility for state i is just the probability that the exponentially
distributed SNR is between the thresholds of the region:

"Lig1 r; Tit1
i = / p(Mdy=e 7 —e 7 (17)
Ty

An AMC scheme over a fading channel can be directly
mapped into a FSMC. Thus, each fading region is charac-
terized by a constellation size and a coding rate.

The Level Crossing Rate (LCR) for the instantaneous sig-
nal to noise ratio process is the average number of times per
unit interval that a fading signal crosses a given signal level
I". For a random distribution of direction of motion provid-
ing a maximum Doppler frequency fq, it can be shown that
the level crossing rate of level I in the positive direction only
(or in the negative direction only) is:

N(T) = 22’ e exp<—§> (18)

The transition probabilities from state ¢ to state i + 1,
Di,i+1, can be approximated by the ratio of the level cross-
ing rate at threshold I';11 and the average number of pack-
ets per second staying in state . Similarly, the transition
probability p;;—1 is approximately the ratio of the LCR at
threshold I" and the average number of packets per second
staying in state 4:

N(T; - T
Diisl A w (19)
Ur
N(T;) - T
Dii—-1 =~ % (20)

where Ts is the period symbol.
It is assumed that transitions only happen to adjacent
states, i.e. pr;s =0, if |k—i| > 1.

4. EVALUATION OF Ac

The wireless channel is represented in this paper with a
FSMC. Moreover, AMC schemes are employed so that dis-
crete transmission rates have to be assumed and the selec-
tion of region ¢ (state i of the chain) means the utilization of
a transmission rate r;, which represents the number of bits
per second that are available for user transmission in that
region. Thus, the evaluation of the asymptotic log-moment
generating function for the service process reduces to the
well-known result for the asymptotic log-moment generat-
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P11 exp(riu)

0 0

ing function of a FSMC [16]:
Ac(w) = log(Q(P - C(w))) (22)

where P is the transition probabilities matrix, C(u) is a
diagonal matrix whose diagonal elements are of the form
cii = exp(riu), r; are the bits per second transmitted when
region 7 is selected and €Q(-) is the spectral radius, defined
as the maximum of the absolute values of the eigenvalues of
the matrix.

Thus, the evaluation of Ac(u) leads to the evaluation of
the spectral radius of P - C(u). Recall that P - C(u) is a
tridiagonal matrix with general form:

P-C(u) =
pooe™"  pore™ 0 0
p1o€e®"  prie™"  prae™* 0
U p22er2u pQSergu (23)

0 p21€

Symmetric matrices are normally preferred as they are
much more tractable mathematically. P - C(u) can be easily
symmetrized obtaining matrix (21).

The eigenvalues of a tridiagonal symmetric matrix S can
be calculated recursively with the following recurrence:

detS = spn-det S1,.m—1 — Snn—1"8Sn—1,n-detS1 . n_2

where det Si,. 1 denotes the kth principal minor, i.e., the
submatrix formed by the kth first rows and columns of S.

Unfortunately, if the number of regions is greater than
three, the resultant polynomial to be solved has not explicit
solution and therefore the eigenvalues of the matrix cannot
be derived in a close form. The usual number of regions
employed in AMC schemes is between five and eight (six in
this work as shown in Table 1). Thus, we conclude that the
result for the log moment generating function of the service
rate has to be given in terms of the spectral radius as in
(22).

5. CAPACITY WITH PROBABILISTIC DE-
LAY CONSTRAINT

In this section, the log-moment generating functions of the
source and the channel are used to obtain the capacity with
probabilistic delay constraint in a Rayleigh fading channel.

The application of the large deviation principle provides a
probabilistic approximation of delay violation in the queue.
We work out the value of A in (7):

€
N_IOQE
0- Dt

(24)

p01\/:j?exp(u%)
Plﬁ/%exp(u%) 0
0 P21 \/%GXP(U%)
p32\/%eXP(U%)

0 0

P22 exp(rau)

/=2 exp(ur2trs
p23 T3 p( 2 ) (21)

P33 exp(rau)

In a high load scenario, the probability that the buffer is
empty approaches one, i.e. n — 1.

The value of the QoS exponent 6 is obtained by replacing
(5) with (10) and (22):

A0+ log(Q(P - C(—0))) =0 (25)

When A is evaluated with (24), with n ~ 1 and with the
value of the QoS exponent that fulfills (25), the resulting
source rate represents the maximum source rate that can be
supported with a given delay QoS requirements, expressed
in terms of target delay and probability of exceeding the
target delay. We call this value Capacity with Probabilistic
Delay Constraint and denote it C, p:

A loge
CE,D” = - 9. Dt (26)
where 0 is the solution to:
loge
~ + log(Q(P - C(—6))) =0 (27)

Naturally, source rates below C, pt will carry out with
the delay QoS requirements.

Some limitation on the values of C, p: are foreseen before
evaluating (26). For low values of the target delay D or
e, the wireless channel tolerates lower traffic arrival rates
in order to guarantee the delay constraints and Cp: . may
decrease. On the other side, high D* values or € — 1 means
less strict QoS requirement and a higher value of Cp: . is
possible. Nevertheless, it can never be above the ergodic
capacity of the channel, m., which determines the maximum
achievable rate of the fading channel and is the theoretical
upper bound [15].

6. C,r.FORUNCORRELATED CHANNELS

Before evaluating numerically C. p:, the case of time-
independent channel is studied in order to compare later
with the correlated one. The calculation of A¢ is much
easier and a closed form for the Capacity with Probabilis-
tic Delay Constraint can be derived. Notice that the time-
independent channel represents the more optimistic case and
it will provide the maximum source rate [5].

In the uncorrelated channel the channel response is the
same over constant-sized blocks of channel uses. Then, there
is no correlation from one block to the next and the accu-
mulated transmission rate C[n] is simply the addition of n
uncorrelated and identically distributed random variables:

Cln) = 3 (29)

Asn — oo the law of the large numbers can be applied and
the distribution of C'[n] approximates a gaussian, simplifying
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Figure 5: Comparison of the theoretical ergodic capacity with the delay-constrained capacity under several
average Signal to Noise Ratios and delay parameters. (a) target delay from 50 to 450 symbols (b) target

delay from 0 to 10 symbols

the mathematical processing. The log moment generating
function for the resulting normal distribution of C[n] is:

2
Ac(u) = lim % logE [euc“ﬂ = me-u+ %af (29)
where m. and o. are the mean and the variance of the in-
stantaneous channel capacity c[n] and are easily computed
for an AMC scheme [14] [17].

Once the asymptotic log moment generating function has
been calculated, the value of the QoS exponent is derived
by replacing (5) with (10) and (29):

2(me — A)

oz

0= (30)

The probability that the buffer is empty is supposed again
to approach 1, i.e. n &~ 1. Substituting (30) into (7) the
maximum allowable source rate that fulfils the delay QoS
requirements in an uncorrelated channel is:

Cpe. 2 %-}-%\/mE—ZUZ(%gg) (31)
The same two foreseen limits predicted in (26) ought to
fit in (31). With the close form of Cp¢ . derived above,
these limits can actually be checked from the observation
of the equation. Thus, for high D’ values or ¢ — 1, Cp: .
approaches mc, the ergodic capacity of the channel. On
the other side, as the target delay D' or & become lower,
the wireless channel tolerates lower traffic arrival rates for
ensuring these more strict QoS guarantees. Again, Cpe .
keeps always below the ergodic capacity, the upper limit
that cannot be exceeded.

7. EVALUATION OF C,- .

Fig. 5 shows the evaluation of Cp:¢ . with equation (26)
for the time-correlated channel and with equation (31) for
the uncorrelated channel. The capacity is plot as a function
of D* and for different values of 7. The violation probability
€ is 0.1 and two different values of 7, 10dB and 15dB, are
presented. The product fy - T takes two values, 25 - 1073
and 12.5 - 1073, The time-independent case i.i.d. is shown
with squares, with the values of m. and o. obtained as in
[10].

It can be checked in Fig. 5 (a) that for small values of D,
Cpt . decreases and for high values of for D?, it approaches
m. which is the limit. It is worth noting that for the same 7
value the time-correlated capacity is always below the time-
uncorrelated case, which is an upper bound very close to the
limit m.. for the values of D' drawn in the figure. Moreover,
the higher the correlation between samples (i.e. the lower
fa-Ts) the lower the capacity fulfilling the same delay QoS
requirements. Obviously, for a given parameters of corre-
lation, the maximum source rate for fulfilling certain QoS
parameters (D*, ¢) is higher for a higher value of SNR.

In Fig. 5 (b) Cpt . is again presented but now for smaller
values of D'. Thus, it can be checked that with these strict
QoS requirements, the maximum source rate for the time-
independent channel separates from the limiting m.. More-
over, the time-correlated channel cannot fulfil the QoS re-
quirements for the shown values of fg - Ts, leading to a ca-
pacity of zero.

8. SIMULATION COMPARISON

A queueing system has been simulated and compared with
the analytical result. For certain values of D' and ¢, the Ca-
pacity with Probabilistic Delay Constraint is evaluated with
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Figure 6: Simulated probability of delay violation versus analytical bound. (a) FSMC channel. (b) Uncorre-

lated channel.

(26). The arrival process generates source data at the result-
ing limiting rate, Cp: ., and measures of the tail probability
of exceeding the delay target are made. Notice that the
expected value of this tail probability, Pr{D(c0) > D'}, is
€.

The generation of the service rate c[n] leads to the gener-
ation of the process y[n], for which we have used an autorre-
gressive model of order 10 for fading channels with specified
parameters mean SNR 7, maximum Doppler frequency fq
and sampling period Ts [18]. In Fig. 6 (a), Pr{D(c0) > D'}
is represented for target delay of 250 symbols and violation
probabilities e=0.1 and €=0.05. The values of the product
fa-Ts are 25.1072 and 12.5-1073. The analytical result mod-
ified by the probability of non-empty queue is also shown. It
can be observed that the measured violation probability is
always lower than ¢ as the capacity was obtained for n = 1.
It was also checked that as D' or 7 increases, the term 7
approaches one as expected.

Fig. 6 (b) presents the results of the simulation of the
uncorrelated channel. The service rate ¢[n] has been now
generated from an uncorrelated Rayleigh wireless channel
of certain value of 7. Pr{D(cc) > D'} is represented for
target delay of 10 symbols and violation probabilities e=0.1
and £€=0.05. Once more, the curve including the term n
approximates more precisely to simulated results. It can
be observed that the approximation is more accurate for the
uncorrelated channel but nevertheless the QoS requirements
are fulfilled in both cases, which is shown in the fact that
the measured violation probability remains always below the
target probability e.

Finally, the tail of the probability density function of the
delay predicted by the large deviation approximation has
been studied. Fig. 7 compares (9) with the measured values
in the simulated scenario, which are represented in form of
histogram (a) for the channel modelled with a FSMC and
(b) for the uncorrelated channel. 7 is 15dB and the violation
probability is e=0.1. In the FSMC channel, fq-Ts is set to

12.5-1073. The figure shows that the pdf tail approximates
precisely the measured histograms for large values of D* for
both cases. In fact, Fig. 7 (b) shows that the approximation
is even exact for small values of D' when the channel is
uncorrelated. In the case of a correlated channel, Fig. 7
(a), the approximation is very accurate for delays over 160
symbols for the parameters specified in the simulation.

9. CONCLUSIONS

In this work, the Capacity with Probabilistic Delay Con-
straint for a Rayleigh fading channel modelled with a FSMC
is derived. This analytical solution is based on the effective
bandwidth theory and provides the maximum source rate
that can be supported for a given delay bound D' and a
probability e of exceeding the delay bound. Simulation re-
sults demonstrate the accuracy of the approximation and
have been also compared with the simplest case of uncorre-
lated channel, where there is no correlation among samples
and which represents the more optimistic limit for the source
rate, that is, the maximum capacity with probabilistic delay
constraints. It has been also observed the precision of the
approximation given by the large deviation theory for the
tail of the probability density function of the delay.
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