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ABSTRACT

Voice over IP (VoIP) service providers implementididferent
protocols in their core networks are required t@rdmate in
order to provision, support and deliver voice smsito end
clients. This paper presents a performance measatem
experience for the transport of voice services sxrmultiple
heterogeneous wired networks. Our test resultswskioat
Multiple Protocol Label Switching (MPLS) protocolightly
outperforms IP in delivering voice services. Moregithe type of
call signaling protocol used, tunneling categorgm@dd and the
type of Virtual Private Network (VPN) implementeffeat the
overall quality and performance of voice serviageserms of jitter
and delay.

Categories and Subject Descriptors

C.4 [PERFORMANCE OF SYSTEMS]: Measurement
techniques , Performance attributes, Reliabilitsgilability, and
serviceability

General Terms
Measurement, Performance,
Experimentation,

Design, Testbed,

Rétjabil

Keywords
Testbed, VolIP, SIP, H.323, QoS, Tunneling

1. INTRODUCTION

Recent advances in Voice over IP (VolP) technokdias
provided tremendous opportunities for service piexs and
enterprises, as one can use a single IP (Interoédddl) network
for both data and voice applications in a very -@ffsctive
manner. Service providers are now leveraging \fetihnologies
to introduce a variety of new services and appbeoat to their
customers.

One important issue for service providers facednguthe
deployment of VolP infrastructure is the provisioand
maintaining high-quality voice services to the wtie Quality
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support for voice services [4] remains an importaoricern for
multiple service operators besides security. Theason becomes
even more challenging when VoIP technologies ared uwm
provide voice service to remote network sites dwaerogeneous
networks implementing dissimilar protocols. Paclats, delay
and jitter degrade the quality of service in VoB3pecially in
heterogeneous  networking environment.  Therefore,
experimental measure of those parameters is syraregded in
the planning process of new services and applicat@ver such
heterogeneous networks.

VoIP phones consist of encoders and decoders kalsan
as voice codecs). At the sender side of a VolPiagesthe voice
signal is sampled, digitized and encoded. Encodarode the
speech samples and compress them into a frambeAeteiver’s
side, the decoder receives the encoded frame gemerates the
original speech samples after passing through yoptabuffer to
smooth out the variations of jitter.

There are several attributes that affect the pedoce of
codecs. A representative list of standard voiceeced3] and their
corresponding bit rates is shown in Table 1.

Table 1. CODEC TYPES USED IN VOIP

CODEC BIT RATE (Kbps)
G711 64
G723.1 53,63
G726 16, 24, 32, 40
G728 16
G729 8

The voice service quality of a VolP session is aeteed by
three major factors: delay, jitter, and packet dgssDelay is
introduced at both the end hosts (sender and egeand the
underlying network. In particular, the delay intvoéd by the end
hosts includes codec delay and playout delay. Dldec delay is
incurred by the encoding and packetization procasd,is usually
fixed for a given codec. The delay introduced by timderlying
network consists of the transmission, propagat&on queueing
delay in the network.

The quality of a VolP session is typically measubgdthe
ITU-T E Model [2]. In this model, a subjective qgimalscore,
called Mean Opinion Score (MOS), is defined as pibeceived
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VolIP quality. The MOS indices allow five differetévels of
customer satisfaction for the voice quality, asvainin Table 2.

In this paper, we propose a testbed experiencedasune
performance parameters for voice services overrdgg@eous
networks implementing dissimilar protocols. We useel metro-
based testbed environment at Optical Networks Relsehab
(ONRL), University of Ottawa. We present the pidaoes
needed to install and configure a Virtual Privatetwbork (VPN)
voice connection. We present the results of exparm
conducted in the testbed environment in order udysthe delay,
jitter, and packet loss rate. First, we considex ttansport of
voice services across layer 2 using Stacked Viit@N Services
(S-VLANS). Secondly, the transport of voice sersiagsing IP
and MPLS are considered. We then introduce diffecemmain
networks and study the performance of the delivefryoice
services across them. Two different VPN protocadsehbeen
adopted to ensure secure communication serviceselpaVPLS

VPNs and IPSec. We used H.323 and SIP call sigpalin

protocols. We used tunneling techniques, based prid provide
the connectivity across heterogeneous networks.

Our tests show that MPLS slightly outperforms IP in

delivering the voice services. Moreover, the experits show
that the type of call signaling protocol used, telimg category
adopted and the type of VPN implemented affectprdormance
of voice services delivery in terms of jitter anelay. We
conclude our implementations by reporting Mean mpirscore
(MOS), defined by ITU-T [2], for each network voiservices
transported. The paper is organized as followsti@e Il

presents a technical review on the delivery requéms of VolP
services. In Section 1ll, we describe the expegsniollowed in
carrying out the experiments in the optical testbaglironment,
including testbed infrastructure used and also igeanalysis for
the results obtained. Finally, section IV conclutiespaper.

TABLE 2.MEAN OPINION ScORE (MOS)

MOS Index User Satisfaction
5 Very satisfied
4 Satisfied
3 A few users dissatisfied
1 Everyone dissatisfied

2. VOIP REQUIREMENTS

Service providers are required to maintain the M@fces
of voice quality defined by ITU-T [2]. The transpaf voice over
an IP network imposes some constraints on the lefel
performance expected from the data network dudeadal-time
nature of the voice transport. Some of those mpgformance
factors that affect MOS index are: transmissioragelariation of
transmission delay (Jitter), and packet loss rafie following
requirements must be met by the service provideetwork
transporting voice services [3].

« For a very good audio quality (close to the MOSeid
4), network round trip delay must be less than 1§0m

jitter must be less than 20ms; and packet loss st
less than 1%.

« For an acceptable audio quality (slightly supetthe
MOS indice of 3), the network round trip delay mbst

less than 400ms; jitter must be less than 50ms; and

packet loss must be less than 3%.

A VolP communication cannot go through more than
two voice compressions/ decompressions (with G729A
or 723.1)[3].

Trade-offs can be made between bandwidth/quality the
cost. For example, a client’s objective can berg gh level of
audio quality on the LAN (equivalent to Time Diwsi
Multiplexing (TDM)), and a high audio quality aceothe WAN.
As the client (or client’s enterprise) does notteoin(or own) the
WAN, the voice transport cost reduction acrossvi#eN needs to
be considered. In other words, bandwidth optimimatispects are
more important to consider than voice quality in WA
configuration. One way to optimize the bandwidthgesis to use
compression algorithms (i.e., to use codec G72B8G&729A). On
the other hand, if there is no bandwidth restrictfe.g. in a LAN
or MAN configuration), G711 is strongly recommended be
used as it has better voice quality. In the cas8®#9/723.1, the
user satisfaction cannot be better than MOS sdofe o

The two most popular signaling protocols used inP/are
Session Initiation Protocol (SIP)[5] and H.323. $Rn Internet
Engineering Task Force (IETF) standard protocokftablishing,
manipulating, and tearing down an interactive usegsion that
involves multimedia elements such as audio, videstant
messaging, or other real-time data communicatid@js [Even
though H.323 was the first protocol, VolP analystedict that
SIP will play a major role in the coming years. $38Rconsidered
easier to implement and use as compared to H.323.

3. EVALUATION OF VOICE
PARAMETERS

3.1 Overview

We compare the performance characteristics of uario

Quality of Service (QoS) implementations and tliripact on the
end-to-end data/voice connection. In each caseermhto-end
virtual connection is established using a tunnelaoseries of
concatenated tunnels spanning different heterogeneoovider
domains, each implementing a different tunnelirthigque. The
concatenated tunnels constitute a virtual connectithat
interconnects remote customer VLAN sites. We useddstbed
environment [7] at Optical Networks Research LalNRD),
University of Ottawa, to implement and test theupet Either
H.323 or SIP has been used for performance conguaiiseach
testbed scenario implementation. For our tests, Rleal-time
traffic tool [6] generator was used to generate REffic flows
and measure throughput. This tool is capable ofsomézy a
number of other QoS parameters, including bandwidiglay
jitter, and packet loss. The delay values are obthi by
calculating the difference between the RTP packaiah arrival
time and the estimated arrival time. On the otterdy the jitter
values have been derived from the differences énitker-arrival
time of the RTP packets. The packet loss valuesegmesented in
the percentage form of the total RTP packets beargsmitted.



3.2 Description of Testbed Hardware

The testbed [7] used to carry out our experimeatsisted of
equipment from Nortel Networks, Juniper and Navigéle testbed
setup is shown in Figure 1. The Nortel Optera M&B60s (OM-
8000s) MPLS switches have been equipped with Gigzthiernet
(GigE) ports, and have been used in the Layer 2 $Bamain.
The Passport 8600s (PP-8600s) router/switches egugpped
with GIigE ports and were used in the IP and StackedN
domains. The Juniper M-10 and M-160 were equippithd GigE
ports and OC-12 ATM over SONET interfaces, and weed as
Provider Edge (PE) routers in the Layer 3 MPLS basetwork
and also as IP based domains. Two Intel-based uPenty/
machines equipped with a GigE port were placedacheof the
customer's remote VLAN-sites, and were used asfidraf
sources/sinks in our tests.

7 / MPLS Domain R N

MPLS 2 |

MPLS 1]

12 | 1P | Payioad

MPLS Tunnel

() P
A

=z
=
o

OM 8000 OM 8000

PPN
Sl S R
4

PP-8600

PP-8600

GRE+IPSec Tunnel

MPLS | GRE+IPSEC | L2 | IP

Payload

IP Domain

Figure 1 Testbed setup

3.3 Experimental Setup

The purpose of the experiments was to transpowteviiaffic
over networks running IP or MPLS or combinatiorboth. Data
traffic was injected with voice traffic for qualitpf service
verification. We also considered transporting vasegvices over
IP-based network with IPsec. In this setup, theo tlwnipers
M160 and M10 were configured as IP-based netwoth VRsec
tunnel carrying voice traffic. Transporting VPN wei services
over MPLS Layer-2 and Layer 3 based network wasthemo
defined scenario for experimentation. In this seMPLS Layer 2
and Layer 3 VPNs are configured in the two Junipmrters,
M160 and M10.Carrying VPN voice services using the S-VLAN
technology is also considered and the two PassB&@®ds are
configured to perform that without the two Junipeuters. The
VLANS' voice traffics are carried from the custorrsites to the
provider's side represented by the two passport8086At
provider’s side, the traffics are aggregated or luioed/separated
with stack label and delivered as a unique VLANHe other PP-

8600. Upon receiving the unique traffic, the PP@@0ps up the
stacked label and redistributes the voice VLANghiir intended
destination. Finally, we considered the transpbrtaice services
across heterogeneous network, and two heterogerseeusrios
are considered. In scenario 1, the provider's ctoemsport
infrastructure supports MPLS. In scenario 2, weduSRE with
IPsec in the case where no MPLS support existsraviger's
infrastructure. MPLS Layer three VPN is configuractoss the
two Juniper routers. A point-to-point MPLS layerotW/PN is
provisioned across the two OM- 8000s. In this widg voice
packets are encapsulated over two MPLS headers tlaenl
extracted at the edge router. For scenario 2, dieroto transport
voice packets over IP-Network, an IP/GRE with IPagmnel is
first established between the Juniper edge roufEng voice
packets are first encapsulated over MPLS and theapsulated
over IPsec/GRE packets. At the egress edge rdbeetPsec/GRE
headers are extracted, the voice services areredstmack, and
forwarded to the customer network.

3.4 Experimental Results

Figures 2 to 11 show the performance of theesdiows in all
scenarios. Securing the voice services with IPSwt BMPLS
VPNs increased the QoS measured values for botlaigifH.323
since IPsec adds extra overhead. In our experimenteH.323
showed better signaling capabilities for voice smw. It may be
concluded from the results that the call signalipgtocols,
including H.323 and SIP, produce different jittdrsthis context,
H.323 offers significantly lower jitter values f®TP packets as
compared to SIP. However, both SIP and H.323 aré no
significantly apart with respect to the delays #melpacket losses.
H.323 entities use a reliable transport for sigmalvhere most
SIP entities use an unreliable transport for siggalAlthough
delivering voice services across S-VLAN based nétwie the
best fit in terms of delay, jitter and packet l0&VLANS
backbone suffers from scalability issues. An S-W.A&nabled
router can support up to 4096x4096 voice callstsTessults also
showed that an MPLS service is not the solutiorMolP. MPLS
service is in fact essentially comparable to Interservice; both
provide good base connectivity, but they themseleaanot
deliver the quality and availability required foudiness-quality
voice communication. For the last two test scemarjmotocol
heterogeneity in networks deteriorates the voicevice
performance. It was noted that, in both heterogeseases, the
packet loss can reach up to 50%. This is due td3RE& tunnel
with MPLS overhead added to the voice packet. Ti@SMor the
different scenarios is shown in Table 3.

4. CONCLUSION

This paper presents a testbed experience tasune
performance of voice services across multiple logEmeous
networks. We describe the architecture for thebtskt The test
results indicate that Multiple protocol Label Swit¢MPLS)
protocol slightly outperforms IP in delivering theice services.
Moreover, the experiments have shown that the sigtaling
protocol used, and the security requirements affeet QoS
parameters, and hence the overall quality of vemeices (i.e.,
the MOS score) in a VolP session.
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Figure 6: Voice over Stacked VLAN Domain —SIP
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Figure 9: Heterogeneous Network Scenario 1 —SIP
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Figure 10: Heterogeneous Network Scenario 2 —SIP

TABLE 3. MEAN OPINION SCORE FOR SEVERAL TESTBED SCENARIOS

Network MOS Index

IP

MPLS

SVLAN 5

Heterogeneous Case|l 3

Heterogeneous Case R 2

[1]
2]
3]
4]

(5]
(6]
(7]
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