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ABSTRACT

Wireless reprogramming of the sensor network isfulistor
uploading new code or for changing the functiogalif the
existing code. In recent years, the research fbesgsshifted from
single hop reprogramming to multi-hop reprogramnjimignarily
because of its ease of use. Practical experience & multi-hop
sensor network for monitoring water pollution, edll CSOnet,
deployed in South Bend, IN, indicates that singdg-h
reprogramming may be preferable under certain ¢mmdi to
minimize reprogramming time and energy. In thig thser gets
close to a node to be reprogrammed and wirelesgisograms a
single node at a time. The choice between singfedma multi-
hop reprogramming depends on factors like netwik, snode
density and most importantly, link reliabilities. éMpresent a
protocol called DSream having both single and multi-hop
reprogramming capabilities. We provide mathemataaalysis
and results from testbed experiments and simulsitimn give
insights into the choice of the two reprogrammingtimods.
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C.2.2 Network Protocols]: Applications

General Terms
Algorithms, Performance, Design, Experimentation,

Keywords
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hop reprogramming; mulf-ho

1. INTRODUCTION

Large scale sensor networks may be deployed far pamiods of
time during which the requirements from the netwark the
environment where the nodes are deployed may chaRge
change may necessitate uploading a new code @skay the
existing code with different sets of parameters.reléssly
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reprogramming the nodes is particularly useful beeathe
network may be deployed over a wide geographiagioreand
some nodes may be in difficult to reach placeserssr node has
limited power supply and memory. So, it is impottanminimize
the energy and memory consumption for network rgqarmming.
In recent years, the focus of the sensor netwgokogFamming
has shifted from single hop reprogramming (onlyesdithin the
transmission range of the base node (BN) are repnuged) to
multi-hop reprogramming (all nodes in the multi-hogtwork are
reprogrammed) because of various reasons. Firsperithps the
biggest advantage is that from a user's point efwiit is tedious
to perform many rounds of single hop reprogrammiog
completely reprogram the multi-hop network. Secamdlti-hop
reprogramming protocols like Deluge [4], FreshdtdBd Stream
[9] spatially pipeline the code transfer (also edllspatial
multiplexing) and thus reduce the time to reprogram the network
That is, a node does not need to completely dowintba code
image before starting to send the code to its meigh

But in some deployment conditions, like in combingdwage
Overflow (CSO) project implemented in South Benddi&na,
multi-hop reprogramming can be costly in terms of
reprogramming time and energy. In CSO, a multi-ls@msor
network, called CSOnet, with nodes mounted onitréiffhts and
lamp-posts, is used to collect alerts from monitgrisensors
planted in the manholes of the municipal sewageesysThe
network then forwards these alerts to gateways abmtraffic
intersections which make distributed control degisito channel
the flow to temporary reservoirs so that dumping waste water
into rivers or lakes can be avoided.

At first glance, it may appear pointless to saceifthe relative
ease of the multi-hop reprogramming in favor of edsy node
reprogramming. The conditions in which a sensowagk is
deployed may change over time. For example, theréhabilities
between the nodes in the network may change becdwseying
environmental factors. When link reliabilities a@v, sending
entire application image over multiple links impssa heavy
burden in terms of retransmissions increasing both
reprogramming energy and time. In fact, for all reat
reprogramming protocols, except Stream, what nemdse
transferred over the network is the entire apgbecatmage plus
the reprogramming protocol image. This exacerbtitesproblem
by increasing the number of packets that needs tramsmitted
reliably through the network. The increase is sommeby a factor
of 20 [9].

This specific problem reared its head in the CSQiegioyment
where it was observed that the batteries were baviaiged much
faster than the theoretical calculations had ptedic Our
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investigation revealed that regular code updatésgbsent using
the multi-hop method were the culprit for partstioé network,
particularly the parts having linear topology anmtaliable links.
We decided to explore the possibility of judicigusising single
hop reprogramming. In the single-hop method, the ussits each
node and remotely reprograms it being physicallyclase as
possible to the node. Technically this is singlede

reprogramming. However, the term single hop reogning
follows the standard usage in the literature.

In this paper, we present a protocol call2®ream having both
single and multi-hop reprogramming capabilitiesti@8m is built
on top of Stream [9]. It does not sacrifice the amtages of
Stream with respect to code size and memory fadtpWe use
the terms DStream-SHM and DStream-MHM to represhst
single and multi-hop reprogramming modes of Stre&lsing
mathematical analysis, testbed experiments andlaions, we
draw valuable inferences about the two
approaches. The common insight that all three giseis that
single hop may be more energy efficient and fasi@n multi-hop
in some scenarios. For a given topology, the cuateffends on the
link reliability of the links in the network. Higkink reliability
favors multi-hop reprogramming. Second, for netwothat are
linear (or close to linear), single hop reprogramgniends to be
favored. The rest of the paper is organized asval Section 2
surveys related work. Section 3 provides the dedalDStream
design. Section 4 presents the mathematical asal§sction 5
explains the testbed and the simulation resultscti@e 6
concludes the paper.

2. RELATED WORK

In recent years, there has been significant resasock aimed at
developing protocols for reprogramming sensor netecTo the
best of our knowledge, all of the existing reprogming

protocols provide either single or multi-hop repagming

features, but not both. Importantly existing wosksilent on the
choice between the two approaches for differentlayepent

conditions. The earliest network reprogramming g@cot XNP

[1] operated over a single hop. The Multi-hop Ovee Air

Programming (MOAP) protocol extended this to mudtimops
[12]. The three protocols that define the statéhefart today are
Deluge, MNP, and Freshet. They are all based onidba of

epidemic based reliable multicast whereby code @wagre
flooded through the network in a controlled mangearanteeing
reliability through the use of epidemic multicaBeluge [4] was
the earliest and laid down some design principlesduby the
other two. It uses a monotonically increasing \@rshumber,
segments the binary code image into pages, andirngpethe
different pages across the network. It builds gmabTrickle [8],

a protocol for a node to determine when to propagatie over a
single hop. The design goal of MNP [6] is to choasédocal

source of the code which can satisfy the maximumber of

nodes. Freshet [5] aggressively optimizes the gnemgsumption
for reprogramming by allowing a node to sleep tile code
reaches its neighborhood. It also reduces the groengsumption
by exponentially reducing the meta-data rate ducioigditions of
stability in the network when no new code is beingoduced.
Stream [9] uses the principles of Deluge for cod®ppgation but
greatly reduces the reprogramming time and eneogypered to
Deluge. Section Il presents a brief descriptiofsotam.

reprogrargmin

There have been some studies which show how lok lin

reliabilities cause problems in multi-hop network®] showed
that shortest path algorithm in a network with Joksks selects a
path with poor reliability. In [13], the authors auate Deluge
and MNP for different densities and packet orgaions. But as
far as we know, there has been no prior work tdysthe effect of
parameters like link reliabilities on the performarof multi-hop
reprogramming.

3. PROTOCOL DESIGN
3.1 Background and Rationale

It is desirable to have the sensor nodes equippidtie facility

of both single and multi-hop reprogramming so thahoice can
be made at runtime based on the current networlditons

(topology, link reliabilities etc). The obvious appch is to have
two separate reprogramming protocols (a singlepgropocol like

XNP and a multi-hop protocol like Stream) storeceath node’s
permanent storage (external flash) so that it can the

appropriate protocol when required by loading ratocol from

external flash to the program memory. This is nota#tractive
solution because requiring a node to store twoogramming
protocols decreases the storage (e.g. externdl ftasMica2 is

512KB) for the application running on the nodesr @roposed
approach is to have a single protocol with botlyleirand multi-
hop  reprogramming capabilities.  Existing  single-hop
reprogramming protocols, such as XNP, were notghesi with

the ability of propagating the code updates throtighnetwork in

a multi-hop manner. Therefore they cannot servea atarting

point for our protocol. Multi-hop reprogramming poools like

Deluge, Stream and Freshet are more suited for ghipose.

Since Stream is the most energy efficient and sasteong these
protocols, we chose Stream to build on to creatdas.

The main disadvantage of multi-hop reprogrammingtquols
like Deluge, MNP and Freshet is the overhead ireghin
reprogramming. Each protocol transfers the enépeagramming
protocol image together with the new user applicatimage.
Since the reprogramming protocols are of considerab
complexity, the inflation in the program image siteat gets
transferred over the wireless medium increasestlgrééhe idea
in Stream is to have all nodes in the network feeipstalled with
the Stream-ReprogrammingSupport (Stream-RS) conmpcthat
includes the complete functionality for network megramming.
Stream-RS is installed as image 0. The applicatiorage
augmented with the Stream-ApplicationSupport (SireS)

component that provides minimal support for
reprogramming is installed as image 1. The additiothe size of
the program image over the application image sitle 8tream is
significantly less than for previous protocols. Wha new

program image is to be injected into the netwollkith& nodes in
the network running image 1 reboot from image O trel new

image is injected into the network using Stream-RBe new

image again includes Stream-AS and the protocolidavthe

entire reprogramming component from being transteto all the

nodes each time the network needs to be reprogrdmirtee

exact saving in terms of the number of pages tearest depends
on the application. Any application that uses
communication will need to add about 11 more péfgesluge is
used while while Stream-AS adds only one more fape

network

radio



3.2 Design Approach of DStream

Let all nodes initially have Stream-RS as image rdl ahe
application with Stream-AS as image 1. Each nodexecuting
the image 1 code. Consider that a new user applichgs to be
injected into the network.

1. If multi-hop reprogramming is to be used, in respoio the
reboot command from the user, all nodes in the otweboot
from image 0. This is accomplished as follows:
a.From the computer, the user sends the commandbtmte
from image O to the BN.

b. The BN executing image 1 broadcasts the reboot @mm
to its one hop neighbors and itself reboots froragenO.

¢. When a node running the user application recelveseboot
command, it rebroadcasts the reboot command armbieb
from image 0.
2.If single hop reprogramming is to be used, in resgoto the
reboot command from the user, a single node spdcify the
user reboots from image 0. This is accomplishefdlasws:
a.From the host computer, the user sends the comrmnd
reboot a single node, say nagdérom image 0 to the BN.

b.The BN running image 1 broadcasts the reboot
command along with the user specified noder i its one
hop neighbors. The BN then reboots from image 0.

c.Each node that receives the reboot command,
determines if the reboot command is targeted to  t. |f
yes, it reboots from image 0. Otherwise, it igrsore the
reboot command.

3. Stream-RS starts to reprogram the node(s) thatrdtasoted
from image 0. Thus, Stream-RS which forms the flikhe
reprogramming protocol does not need any modificatio
support the single-hop mode of operation.

4. Stream-RS uses the three way handshake method forT
the

reprogramming [9] where each node broadcasts
advertisement about the code pages that it hasn\Vdheode
hears the advertisement of newer data than it otlyréas, it
sends a request to the node advertising newer @htn the
advertising node broadcasts the requested dateh Bade
maintains a seb containing the ids of the nodes from which it
has received requests.
5. Once the node downloads the new user applicatioptztely,
it performs a single-hop broadcast of an ACK intiim it has
completed downloading. In single-hop reprogrammiagly
one node sends the ACK while in multi-hop all nodeshe
network are ultimately reprogrammed and send theK AC
message. When a node receives the ACK from node,, n;
removes the id ofi, from the setS When the se§ is empty
and all the images are complete, the node rebomtsifmage 1
(user application).
From the above discussion, it is clear that DStream provide
both multi-hop and single hop reprogramming feautethe user
specifies the id of the node to be reprogrammethé reboot
command, DStream reprograms only the specified risohgle
hop reprogramming). Besides this, the user can spexify an
option for automatic switching between single andltirhop
approaches. When this option is specified, DStrstarts with
multi-hop reprogramming. When a node receives a request
from a noden, for a page of the new image, keeps track of how
many packets are requested for the same page mettigequest

by n,. This givesn,; the estimate of the link reliability between
andn,. If the estimated link reliability is less thannse threshold
(user specified), a message is sent back to thanBNming it
about the current link reliability between andn,. The BN then
forwards that message to the computer. This sugdlestuser to
switch to single hop reprogramming fos. In this way, nodes
with low link qualities are reprogrammed using $ndop
method and other nodes are reprogrammed using -hapti
method.

4, MATHEMATICAL ANALYSIS

Here we present the final results of the approxaratalysis of
the reprogramming time and energy for DStream-SHMI a
DStream-MHM for linear and grid networks. Since thetailed
mathematical analysis is fairly complicated and théper focuses
mainly on the practical aspects, we present ondyfital results
and omit the derivations. The complete derivat®ravailable at
[10]. For linear networks, we assume that the sppdietween
consecutive nodes is equal to the transmissionerang for grid
networks, it isV2 times the grid spacing. Let the network have
nodes, application consist bf, pages withA,; packets per page,
Lrs and Lgy be the link reliability of single hop reprogrammin
(for the link between the BN and the single nodende
reprogrammed) and multi-hop reprogramming (we assum
identical link reliability for all links) respectaly, andPs be the
probability of successful transmission of a paoketr a single
link, which is equal td_gs in single hop mode anidy, in multi-
hop mode.

4.1 Reprogramming Time
The relative reprogramming time of single-hop tattbf multi-
hop is given by
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wherehu IS the maximum number of hops in the network from
the base node. Using Equation (1), Figure 1-a agdr& 1-b
show the relative reprogramming time (single hopiltirhop)
respectively for linear and grid topologies as acfion Lgy for
different network sizes with z=0.95, Np=12 pagesAy=48
packets h»=N-1, for the line topology, ant,. = m1 for the
nxm grid (ignoring the edge effects). For the lineapdlogy, as
the network size increases the multi-hop mode grpraming is
faster due to the pipelining effect of multiple pagHowever for
the 5 node network, when the multi-hop link reliapiis less
than 0.8, single hop reprogramming is preferreanftbe delay
point of view. For the grid topology, the reprogramg time of
the multi- hop mode is always better than thathef single hop
mode due to two factors—the spatial multiplexingl anultiple
nodes receiving the same single broadcast of te packet. The
spatial multiplexing becomes more efficient withcreasing
network size, which explains the advantage of rhdp
reprogramming as

GBON, -1)+h, . )i 1—{'2 Lo,
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Figure 1: Relative reprogramming time (single hop : multi-hop) asa function of link reliability for (a) linear and (b) grid topologies.
Relative ener gy overhead as a function of link reliability for (c) linear and (d) grid networks.

network size increases.

4.2 Energy Cost

Let S, is the set of nodes at hdpthat can be reprogrammed by
one node at hop-1 and|S,| be the average size of the set. The

relative energy consumption of single hop to moip is
E
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By plotting Equation (2), Figure 1-c shows that giegle hop
mode is more efficient than the multi-hop mode floe linear
topology with link reliability less than 0.8. Moreer, the
difference increases, in favor of the single hopdejoas the
network size increases. In linear topologies, amg node can be
satisfied by the transmission by a node and thigtinely impacts
the energy consumption of the multi-hop mode. Féglid shows
that for a grid topology, almost irrespective o $ize, the single
hop mode is better when the link reliability isdekan or equal to
0.8 and the multi-hop mode is better otherwise. &deployment
with higher transmission ranges and hence highlkeresaof|S|,
the balance will shift in favor of multi-hop repmagnming.
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5. EXPERIMENTSAND RESULTS
We implement DStream having both multi-hop and Ieingop
features using the nesC programming language inO% In this

section, we compare the performances of DStream-Skid
DStream-MHM using both testbed experiments and Isitiouns.
The metrics that we use to compare single and +hafii
reprogramming approaches are reprogramming timeaadyy.

5.1 Reprogramming Time and Energy

For multi-hop reprogramming, time to reprogram ttegwork is
the time interval between the instagtwhen the BN sends the
first advertisement packet to the instamivhen the last node (the
one which takes the longest time to download thev ne
application) completes downloading the new appbecalime to
reprogram the network using single hop methoB=sI*ts where
N is the number of nodes in the network ands the time to
reprogram a single node. Of course, we do not deline time
required by the user to move from one node to @ratimce such
travel times differs from deployment to deploymeht. compare
the reprogramming times for single and multi-hoprapches for
a given sensor network deployment, one should hdset travel
times to the single hop reprogramming times meetiom this
paper. Alternately, the reprogramming of the nockes be done
concurrently through multiple base stations at ghéi resource
cost. Among the various factors that contributéh energy used
in the process of reprogramming, two important ones the
amount of radio transmissions in the network aredrtbmber of
flash-writes (the downloaded application is writterthe external
flash as image 1). Since the radio transmissioestlae major
sources of energy consumption and the number désvid the
external Flash is the same in the two cases (D&t®&dM and
DStream-MHM), we take the total number of packeasgmitted
by all nodes in the network as the measure of gnasgd in
reprogramming.



5.2 Testbed Description

We perform the experiments using Mica2 nodes haang37
MHz, 8 bit microcontroller; 128KB of program memoAKB of
RAM; 512KB external flash and 916 MHz radio transee
Testbed experiments are performed for three differetwork
topologies: grid, linear and actual CSOnet netwdfigure 2).
For each network topology, we define neighbors abden,; as
those nodes which can receive the packets sent byn our
testbed experiments, if a nodgreceives a packet from a node
which is not its neighbor, the packet is droppethe@wise ifn;
andn, are neighborsy; generates a random numheuniformly
distributed in the interval [0,1] and ik Lgy, thenn; accepts the
packet, otherwise the packet is dropped. This etewildifferent
link reliabilities, since it is difficult to genet® experimental
conditions with exact link reliabilities. For theid) network used
in our experiments, the transmission rafgeof a node satisfies
v2d < Ry < 2d, whered is the separation between the two
adjacent nodes in any row or column of the gridr #fe linear
networks, d<Ry<2d. For multi-hop reprogramming of grid
network, a node situated at one corner of the acid as the BN
while the node at one end of the line is the BN lioear
networks. For DStream-SHM, the link reliability dfe single
wireless link from the user to the one node beegyagrammed is
kept constant (0.95) in the experiments. In prectihis is a high
value since the user can get close to the node thihBN and
there is no other transmission going on. For exampl CSOnet
networks, the sensor nodes are situated on tojpedfraffic posts
and the user can go close to the traffic post tosidgle-hop
reprogramming of that node. In DStream-MHM, theklin
reliabilitiesLry of all links are identical and we vary it from Qb
1.0 (perfect link).The link reliabilities shown iRigure 2 are
derived from data collected over a summer perioddipg a ping
test with two radios with no other traffic in the&SOnet network.
Sensor networks are well known to experience variain link
qualitiesd both temporally and spatially. The two CSOnet
networks (Figure 2) are just one time snapshothef network.
The effect of temporal variation can also be stiddy taking
another snapshot of the network.

Base node
EmNetl

95% 95% 60%

78%

90% 68% 99%

EmNet2
Base node

O O,
95% 68% 83% 95%

85%
Figure 2: Two CSOnet networks: EmNetl and EmNet2

5.3 Testbed Experiment Results

Figure 3-a and Figure 3-b compare the average gegmruming
time and energy for 2x2, 3x3 and 4x4 grid netwotksng
DStream-SHM and DStream-MHM with different valudsliok
reliabilities. These figures show that multi-hopnm@gramming
takes more time and energy to reprogram the netifotiak
reliability is decreased because of more retrarsons (and

hence more time) required for a packet to be ssbadsreceived
by the sensor node. Figure 3-a shows that in smeaorks (%2
in the experiment), folLgy<0.8, single hop reprogramming is
faster than multi-hop reprogramming. However, farger
networks, DStream-MHM is always better for the &raf Lgy
(0.6-1.0) considered in these experiments. Bubdusd be noted
that even in large grids, if we carry out the ekpents for link
reliabilities less than 0.6, then below some valyesingle hop
becomes faster than multi-hop reprogramming. Fi@ibeshows
that there exists some value of link reliability, >0.6 for which
multi-hop reprogramming takes less energy than lsirgpp
reprogramming. For good link reliabilities, multdf approach is
faster and more energy efficient than single hopabse of the
following reasons: 1) Multiple listening nodes: multi-hop
reprogramming, a single broadcast of the data pdokex node
can be received by all its neighbors simultaneouly the other
hand, in single hop reprogramming, a single brostdehthe data
packet is received by only one node at a time. Rati8l
multiplexing: In multi-hop reprogramming, spatialuttiplexing
of the code transfer makes reprogramming fastete Nt spatial
multiplexing contributes in reducing the reprograimgtime, not
the energy. As link reliability decreases, the efifihce between
single and multi-hop approaches in terms of bogragramming
time and energy decreases and for< r, single hop
reprogramming becomes faster and for< r, single hop
reprogramming is more energy efficient. An experitag
observation is that Zr in general; thus system designers have to
make a decision depending on which metric is momgortant,
energy or delay. In linear networks, the only adaga that multi-
hop reprogramming has over single hop reprogramisirsgpatial
multiplexing of the code transfer. By definitionsiagle broadcast
cannot satisfy more than one node in linear netsvarid thus this
factor cannot provide an advantage to DStream-MHlgnce as
shown in Figure 3-c and Figure 3-d, the advantdgbStream-
MHM over DStream-SHM is not as pronounced as ird gri
networks. Further, spatial multiplexing helps to kea
reprogramming faster but does not contribute inucety the
reprogramming energy. As a result, as shown inrei@id single
hop reprogramming is always more energy efficidrant multi-
hop reprogramming for linear networks. Since spatia
multiplexing of the code transfer is effective farger networks,
multi-hop reprogramming incurs less delay than Isingop
reprogramming for large networks (for example igufe 3-c, for
networks having at least 4 nodes) for good linlatglities.

Figure 3-e and Figure 3-f compare reprogramminge tiand
energy for the two CSOnet networks (Figure 2). SiBmNetl is
a linear network, reprogramming energy for EmNetlaiways
less for single hop case than the multi-hop casgrégramming
time of EmNetl is also less for single hop reprogréng than
multi-hop reprogramming because some link relitibgiare very
low (e.g. 60% and 68%). Even though multi-hop rgpeeaming
for EmNetl has the advantage of spatial multipig>ohthe code
transfer which helps to reduce the reprogrammimgeti the
disadvantage due to low link reliabilities outwesghthis

advantage. For EmNet2, multi-hop reprogramminga@efr than
single hop reprogramming because multiple listemngdes can
receive the single broadcast of the data packetlsineously and
spatial multiplexing of the code transfer make irudtp

reprogramming faster. The reprogramming energysiogle and
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barsfrom left toright.
multi-hop reprogramming are almost equal for EmNet2

We can conclude that for linear networks (or neksowrhich are
approximately linear, i.e. most of the nodes hasgree 2) single
hop reprogramming is always more energy efficidrant multi-

hop reprogramming and except for very high linkiatglities

among the nodes, single hop method is also fasaer multi-hop
method. On the other hand, multi-hop reprogramnmgdaster
and more energy efficient for reasonable link k@liaes in grid

networks, with the advantage increasing with nekwsize.

However consider that for practical deploymentseptfactors,
such as travel times may be added to the cost tEB®-SHM.

5.4 Simulation Results
We used TOSSIM simulator to examine the trend ddriogad
energy and reprogramming time for larger sized pdtabeyond
the size of our testbed. We perform simulationgttioee different
network topologies: grid, linear and random. Thend@m
topology is generated by uniformly distributing esdwith some
given density over a square field. Figure 4-a tguRé 4-d
compare DStream-SHM and DStream-MHM for linear gnid
networks withLgy = 0.9 and_gs=0.95. These results confirm with
the analytical and testbed results. The performarficaulti-hop
reprogramming improves as the network density ames. This is
due to the increase in the number of nodes thatistm to the
single broadcast of the code packet as the netvdasity
increases. For a random network, multi-hop reprognang is
always faster and gets better as the multi-hopk tiliability
increases-again due to the pipelining of the codenulti-hop
reprogramming. Figure 4-h shows that overhead gnefrgingle
hop reprogramming is lower than that of multi-

hop

reprogramming when the link reliability is less rthar equal to
0.7. Below a link reliability of 0.7, the number thfe nodes that
can simultaneously receive the single broadcaiteo€ode packet
is not enough to compensate for the lower religbili

6. CONCLUSION

Complementary to the prevalent idea explored inebess
reprogramming protocols, this paper posits thatgleinhop
ogramming can be a better choice under specifiovort
conditions. To identify the conditions which faveingle hop
reprogramming, we performed mathematical analysstbed
experiments (including experiments on real-world nsee
networks) and simulations. If the network is linear
approximately linear, single hop reprogramming asofed in
terms of energy. For smaller linear networks, srgbp is faster
than multi-hop if link reliabilities are poor. Ouestbed results
show that for a linear network consisting of 5 rmdengle hop is
faster if link reliability is less than 0.9. Eveorflarger networks,
if some of the links are very unreliable (as in t88Onet
deployments), single hop can be faster than molb-h
reprogramming. However as the network size incieaselti-hop
improves relative to single hop since pipeliningcdraes more
efficient. For non linear networks, unless the liekabilities are
very poor, multi-hop reprogramming is both morerggefficient
and faster than single hop. But single hop is wodhsidering if
some links are really unreliable. The exact crossolink
reliability below which single hop outperforms mitibp depends
on what metric we are interested in. If it is regramming time,
then the cross-over value is lower than that f@ragramming
energy. With increasing density, multi-hop perforbetter since
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Figure 4: Simulation results. Reprogramming time as a function of network size for (a) linear and (c) grid networks (LRM=0.9).
Number of transmitted packets as a function of network sizefor (b) linear and (d) grid networks (LRM=0.9). For random topology,
(e) reprogramming time and (f) number of transmitted packets as a function of network density (LRM=0.9); (g) Reprogramming
time and (h) number of transmitted packets as a function of link reliability for 100-random topology (Mean number of
neighbors=8). The multi hop result bar isto theleft of the single hop result bar.

more number of nodes can be satisfied by a simgladzast of the
code image. Also, this reaffirms the claim of Stneand Deluge
that they are able to handle high network densitieappropriate
collision arbitration schemes.

We are performing work currently on supporting cggamming
in heterogeneous networks, including for nodes tlage multiple
channels as in wireless mesh networks.
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