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ABSTRACT
We evaluate and compare the performance of three P2P streaming
systems that are capable of streaming live video on the Internet by
testing them on a carefully controlled, traffic-shaped network test-
bed. We first describe the construction of the test-bed based upon
Internet measurements between geographically distributed hosts.
Then, we present a methodology for evaluating these P2P video
streaming systems by performing video quality and network usage
analysis from the log information obtained via running these sys-
tems on the test-bed. Our methodology to assess P2P live video
streaming systems comprises analyzing the objective quality of the
received video, waiting time to receive the first data byte, and sev-
eral network usage measures such as P2P protocol overhead, load
on the server due to the inefficiencies of the P2P overlay, and mea-
surements of the number of bytes exchanged between the peers.
It is essential that every peer buffers packets for some time before
playing out the video in order to ensure good quality. We report
the time that the user has to wait before he can see the video play-
ing. These measurements not only gauge the performance of cur-
rently available P2P streaming systems but also highlight desired
improvements in current P2P video streaming systems.

Keywords
Peer-to-peer, P2P, live video streaming, video quality, traffic-shaping,
test-bed

1. INTRODUCTION AND MOTIVATION
Peer-to-peer (P2P) live and on-demand video streaming have be-
come notable Internet applications offering diverse video content
to millions of viewers, with many academic and commercial P2P
systems having large installed user bases. Owing to the vast num-
ber of available systems, a common methodology for comparing
the technical aspects of these systems is required to assess the qual-
ity of their underlying protocols and implementations. This work
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provides a well-defined test-bed setup and analysis procedure to
perform a quantitative comparison of P2P video streaming systems
based on several relevant parameters.

P2P video streaming systems are deployed over the best-effort
Internet. Owing to the stringent QoS requirements of video stream-
ing, P2P video streaming systems need to be tested in real-Internet
like conditions for an accurate understanding of their capabilities.
Therefore, we set up a carefully controlled emulation of the In-
ternet on our test-bed using traffic shaping mechanisms to mimic
Internet characteristics. In addition, we simulate peer behavior of
joining and leaving the P2P session that mimics user behavior in
real-world P2P systems. By setting up this controlled test-bed, we
can ensure fairness in testing different systems. The traffic shaping
and simulated peer joins and leaves can be easily modified in order
to test the systems running over different types of networks, and
with different user behavior patterns.

We have developed an experimental methodology to assess P2P
streaming systems by deriving performance results from the logs
obtained by running the P2P video streaming systems in the test-
bed. Received video quality, the user’s waiting time, video reso-
lution, etc. are important factors which affect the popularity and
adoption of P2P streaming systems. One of the key contributions
of our work is in setting up an experimental framework for video
quality measurement for P2P streaming systems.

Our experimental methodology provides several quality mea-
sures, like the Peak Signal to Noise Ratio (PSNR) [25] of the de-
coded video and the channel start-up time which is defined as the
waiting time to receive the first byte of data. We also provide net-
work efficiency characteristics like the ratio of P2P to server band-
width used by the system, P2P protocol overhead, inefficiency due
to duplication in the downloaded stream, aggregate bandwidth us-
age of the tested solutions and the packet loss experienced by the
peer clients.

The paper is organized as follows. In Section 2 we review re-
lated work in P2P streaming measurements and video quality as-
sessment. In Sections 3 and 4, we describe the design and setup of
our experiments and the test-bed, including special video files that
we generated for the analysis. The assessment of the P2P video
streaming systems deployed on our test-bed is presented in Sec-
tion 5. Section 6 summarizes our findings as well as provides future
work directions.

2. RELATED WORK
The traffic characteristics of large-scale P2P streaming systems has
been a topic of interest since the first P2P streaming systems [5–
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7, 19]. A survey and comparison of the approaches and algorithms
employed in various P2P streaming overlays can be found in [16,
17]. There have also been recent studies of commercial P2P stream-
ing systems (for example, [3, 11, 12, 26, 28–30]) that study network-
ing characteristics of some commercial P2P systems such as Sop-
Cast [9, 27], PPLive [21], Coolstreaming [8, 31] and Gridmedia [10].
In all these studies, the focus is not on received video quality mea-
sures such as PSNR and video startup times and they are limited
to an analysis of the system performance as a whole. For example,
reference [24] is a recent measurement study on SopCast that re-
ports an extensive list of metrics but does not include video PSNR.
Instead the authors only consider pre-roll delay and a continuity in-
dex (which is determined by lost packets) that may not accurately
indicate the loss in video quality because different packets may be
less or more important depending on the type of video-frame data
in the packet.

Video quality estimation of Internet streaming using video traces
has been extensively studied and documented in [15, 22, 23] but
without specific application to P2P streaming measurements. These
techniques are particularly powerful since they translate network
statistics, namely packet loss and arrival time, into video statis-
tics, like PSNR and frame losses. A similar approach has been
used in [4] to analyze the video quality provided by the Stanford
P2P Multicast (SPPM) solution for experiments performed over the
Planet-Lab test-bed [20] for 100 peers, but this setup was limited to
high speed university connections with no peer churn.

To the best of our knowledge, this is the first head-to-head com-
parison of commercial P2P video streaming systems under homo-
geneous testing conditions. Most other measurement studies of
P2P systems were done on the basis of logs that were collected
from their deployment on the Internet. However, this entailed little
possibility of a fair comparison between different systems owing
to differences in infrastructure, network conditions, video charac-
teristics, and client behavior. We have excluded the names of the
tested P2P systems from this work in order to protect the commer-
cial interests of the system providers.

3. TEST-BED
We next describe the setup of our test-bed comprising several clients
and two servers that formed our traffic-shaped IP network used for
testing the video streaming systems. The peer connections in the
deployed network represent broadband Internet connections having
heterogeneous bandwidths, delays, and packet loss rates (PLR). We
further included some real DSL connections in our test-bed to in-
corporate real-world peer Internet connections. The network char-
acteristics of the other representative peers were controlled through
careful traffic shaping. We wish to emphasize that the choice of
various network parameters in our test-bed could be suitably mod-
ified to emulate different network conditions.

For our experiments, we focused our efforts on the sub-hundred
peer scenario where a user wishes to transmit special interest con-
tent at approximately SIF resolution (352 × 240 pixels) to tens of
geographically distributed peers through an IP network such as the
Internet. While the scale of our test-bed is not representative of very
large scale P2P video streaming systems, the methods and analysis
we report are equally applicable for such scenarios.

3.1 P2P Streaming Systems
The P2P streaming systems that we employed provide users with
P2P client software and content providers with server software to
receive and broadcast video streams. We evaluated these systems
for several user centric quality measures. Since we had direct ac-
cess to the server components of these systems and tested the sys-

Table 1: NISTNet Network model: Average Delay (ms), Jitter
(ms) and PLR between hosts at different locations measured using
Abing, and used to configure the hosts in the test-bed via NISTNet.

Delay Jitter PLR
server to Berlin 24.17 4.8 0.001
server to Stanford, Berlin to 109 24 0.001
Stanford, & Munich to Stanford
server to Munich, & 29 4 0.0001
Berlin to Munich
DSL to DSL 29 4 0.0005
within Munich 0.4 0.1 0.0001

tems under controlled and repeatable network conditions, we report
fine-grained network behavior and video quality of the tested sys-
tems.

We obtained slightly modified versions of the clients with ad-
ditional integrated logging features from the system providers in
order to facilitate our analysis. The server and client software was
operable from the command line in order to help scripting for test
automation.

In order to protect the commercial interests of the 3 tested P2P
video streaming systems, we present anonymized results by refer-
ring to the tested systems as System A, System B, and System C.
System A was an overlay multicast tree-based P2P streaming sys-
tem while systems B and C were mesh-based P2P streaming sys-
tems. All three systems are in an advanced stage of development
and have been deployed successfully on the Internet. The modified
versions were obtained in early 2007 and all results in this paper
are indicative of the characteristics of these versions.

3.2 Controlled Network Setup
We set up a controlled IP network to test the video streaming sys-
tem under real-world network conditions (Fig. 1). Our test-bed
consisted of 48 dedicated client PCs hosted in data centers in Berlin
and in Erfurt, Germany. These two data centers were connected via
a 52Mbps backbone link. Two servers in the Berlin data center
hosted the P2P streaming servers. The 8 clients in Berlin were con-
nected to the Internet via DSL connections provided by a major
ISP. The client connections’ upload speeds are indicated in Fig. 1.

The bandwidth, delay, jitter, and PLR of the client Internet con-
nections were configured through traffic shaping using the NIST-
Net [1] tool to represent the real-world network characteristics mea-
sured between hosts in Berlin, Stanford, and Munich. For the em-
ulation of network characteristics between different geographic lo-
cations, we first ran the Abing [18] tool repeatedly between com-
puters connected to the Internet and located in the cities mentioned
above. This yielded multiple RTT measurements that we used to
compute delay (RTT/2) and jitter statistics using a Gaussian profile.
These statistics were used to drive packet delay and delay jitter in
NISTNet. The PLRs between different geographical locations were
configured as per real-time measurements reported in [2]. Table 1
shows the summary of the network statistics as configured between
the servers/clients at different locations. The upload bandwidth was
configured via NISTNet to values indicated in Fig. 1.

All the client PCs were controlled from a central location in
Berlin using the Hobbit Monitor tool [13]. Each P2P client was
hosted on a virtualized OS instance (Linux or Windows, depend-
ing on the P2P client software’s platform) running on a client PC
whereas the NISTNet traffic shaper was installed directly on the
client PC. The virtualized OS instance used its hosting client PC
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Figure 1: Network Setup: The physical and “emulated” network
setup on the controlled network test-bed. The upload bandwidths
b (kbps) and the number of clients n are marked as b × n. The
clouds represent emulated clients while the colored enclosures are
the physical location of the hosts in the data centers.

as a network router, experiencing the desired traffic shaping in-
duced by NISTNet. This virtualization also allowed us to deploy
the tested systems on exactly the same physical infrastructure, thus
eliminating the possibility of hardware characteristics introducing
any bias in the results.

Several other features such as automated collection and analysis
of logs and periodic re-confirmation of bandwidth, delay, and delay
jitter were built into the system to ensure smooth operation.

3.3 Peer Characteristics
Each P2P client was operated according to an On-Off model that
emulates peer churn (peers joining and leaving) for the P2P stream-
ing system in our test-bed. During each 6 minutes time slot dura-
tions during the test-runs, a client is on or off with probabilities 0.9
and 0.1 respectively. Also, a client could switch off for the rest
of the run at any time slot with probability 0.05. In order to emu-
late the end-game characteristics when peers rapidly depart the P2P
overlay at the end of the live stream’s transmission, each client left
with a probability of 0.5 in the last 5 minutes of the run.

4. QUALITY EVALUATION

4.1 Video Bit-Stream Employed
We encoded 30 minutes of the classic movie La Dolce Vita (Fellini,
1960), using a state-of-the-art H.264/AVC [14] video codec with
accurate rate-control to generate a bit-stream with a constant bit-
rate of 400 kbit/s. The spatial resolution of our test video is 352 ×
240 pixels and the frame-rate is 24 fps and the average PSNR of
the encoded sequence is approximately 42 dB. We omit the audio
stream and only report video quality measurements in this work.

In order to allow users to tune in any time during the stream-
ing session, an intra-coded picture (I) is inserted every second, thus
the group of pictures (GOP) is 24 frames long. The number of
consecutive bi-directionally predicted (B) frames is two. The uni-
directionally predicted (P) frames use a single previous frame for
reference, hence decoding can be synchronized starting from an I
frame. A start-code of three bytes allows to detect the boundaries
of every encoded frame. We use the ASF (Advanced Systems For-
mat) container for wrapping the H.264/AVC coded stream for P2P
Systems B and C since these systems make use of the ASF format

for parsing the bit-stream and extracting useful timing information.
System A parses the H.264/AVC bit-stream itself and extracts the
timing information.

4.2 Video PSNR
A best-effort packet-switched network entails delay, delay jitter
and packet loss (which may be due to network packet loss or P2P
streaming issues like peer churn). This means that some parts of
the bit-stream never arrive or arrive too late for playout and this
affects the quality of the displayed video. For the lost portions
of the bit-stream, the video decoder employs error concealment to
limit the quality degradation of the displayed video. For our ex-
periments, we assume that the video decoder uses “Copy Previous”
error concealment, i.e., it replaces lost portions of an image with
the corresponding regions from the previously decoded frame. In
order to simplify the video quality assessment, we assume that a
packet loss associated with a frame causes the loss of the whole
frame. A video frame is not decodable, and hence considered to be
lost, if either this frame or any other frame that this frame depends
on are lost. If a previously decoded frame is displayed in lieu of
the current frame then the display seems to have frozen and this
is called a frame freeze. The loss of a large portion of contiguous
data causes the loss of several consecutive frames and leads to a
long frame freeze.

When the peer’s video display is on, for every frame-interval,
we estimate the quality of the displayed video frame by computing
the PSNR between the original uncompressed video frame and the
frame which is actually displayed according to the concealment al-
gorithm described above. If a frame is completely decodable then
the PSNR only depends on the distortion due to quantization in-
duced at the encoder, whereas a frame-freeze causes the PSNR
to drop steadily as the dissimilarity between the original uncom-
pressed frame and the displayed frozen frame increases.

In order to translate the information about the loss of packets
into the loss of frames, we utilize the knowledge about the location
of the encoded frames within the streamed file, the frame depen-
dencies as well as the frame display deadlines. The frame display
deadlines are decided by the buffering time and the frame-rate of
the video.

4.3 Startup Delay
In the live streaming scenario under investigation, any peer that
joins when the session is underway, should ideally start receiving
the video from the current video frame. However, it should be
noted that the peer initially spends some time in getting connected
to the content distribution pool. This introduces some startup de-
lay, also called as initial connection time for the peer. We measure
the startup delay as the time required by the peer to receive the first
byte of data after initiating the connection to the session.

Although the startup delay indicates how fast the P2P protocol
can get a peer connected to the data distribution pool, every peer
needs to buffer packets for some time before playing out the video
in order to sustain good quality through the session. The waiting
time from connection initiation until the playout is called pre-roll
delay or buffering time. We report this quantity too. It should be
noted that although a given system might have low startup delay, it
could still require long buffering time. It was observed that this is
true of the mesh-based protocols since the advertising and delivery
of some chunks of data can consume a lot of time compared to other
chunks.

4.4 Server to P2P Bandwidth Usage



The commercial value of P2P streaming for a content provider
is that the bandwidth costs can be reduced by using the uplink
bandwidth of peers to distribute content. Therefore, an interest-
ing measure is the comparison of the amount of the video stream
downloaded by a P2P client from the server to that downloaded
from other P2P clients. Despite the well-provisioned server up-
link bandwidth in our test-bed, some tested P2P video streaming
systems mostly use the P2P bandwidth in order to keep the server
bandwidth usage low.

4.5 Total Received Bytes and Duplication among
Received Packets

We report the total number of bytes received at the PC’s net-
work interface at each client as a percentage of the size of the video
stream required to perfectly play back the video during the on-time
of the peer. Note that this includes the duplication among received
packets. Hence, we also report the amount by which the received
stream falls short as a percentage of the size of the video stream
required to perfectly play back the video during the on-time of the
peer. There is good correspondence between the volume of the
missing portion of the bit-stream and the drop in the video PSNR.

4.6 Transmit/Receive Footprint
Finally, we show the break-up of the total bytes received at each

peer from other peers during the P2P streaming session. This yields
valuable insights into the robustness and efficiency of the P2P pro-
tocol. For example, System A, being a tree-based protocol, tends to
send more information along fixed routes as compared to the data
driven protocols implemented by Systems B and C. This character-
istic of the latter protocols is responsible for greater robustness, at
the cost of more duplicate blocks.

5. EXPERIMENTS
We completed two types of test runs with the P2P streaming sys-
tems for streaming the 30 minute long video file to 48 clients (client
IDs 1 . . . 48). Run 1 corresponds to cases where the network was
traffic-shaped using NISTNet according to the model presented in
Section 3 whereas Run 2 corresponds to cases where the NISTNet
traffic shaping was disabled and the physical network characteris-
tics were applicable. The On-Off model described in Section 3 was
active in both runs.

Each run was repeated multiple times for the three systems tested
and the results presented here are compiled from the best perfor-
mances in each type of run. The best runs are decided according to
the average PSNR across all clients. In the presented results for any
run, we avoided taking the statistical average of the trials because
averaging quality across multiple trials would hide some of the ad-
verse effects that users may otherwise observe in video playback.
These best trials are nevertheless representative of the other trials
owing to the low variance in performance across the different trials
that we carried out on our controlled test-bed.

5.1 Experimental Analysis Results
We start by analyzing the bandwidth efficiency of the tested solu-
tions as described in Section 4.5. We first define video stream as
the bytes fed to the media decoder by the P2P client running on a
peer. These data are stripped off of any protocol control packets,
duplicates, headers, etc. and only comprise of video data useful to
the media decoder; in our case this is the H.264/AVC stream in its
appropriate media container such as Microsoft’s ASF (Advanced
Systems Format).

Figure 2 shows the bandwidth efficiency of Systems A, B and C
for Run 1 and Run 2 respectively. In particular, the white bars show

the number of bytes received at the network interface of each client
as a percentage of the size of the video stream required to perfectly
play back the video during the on-time of the peer. The filled bars
in the figures indicate the percentage of bytes actually served to
the media decoder; 100% would indicate that all the required video
stream was served to the media decoder. The more the filled bars
fall short of the dotted line the worse is the received video quality
in general.

Figure 2 indicates that the constrained network (Run 1) was ad-
equately provisioned to support Systems A and B, although Sys-
tem C performed poorly with only few peers getting the required
amount of video stream. In addition, System A was significantly
more efficient (approx. 6% overhead bandwidth) than System B
(approx. 35% overhead for the constrained network). We conjec-
ture that this significant difference may have arisen because of the
overlay employing a tree-based protocol for System A as compared
to the mesh-based overlay protocol of System B. The overhead of
System B was approximately 20% for the unconstrained case (Run
2).

One of the most significant drawbacks of P2P streaming is the
delay between the client starting up and the display of the required
video stream. While some of this time is client dependent (speed
of the client machine, etc.), a more important factor is the time
taken by the P2P protocol to connect to the overlay network and
negotiate stream transfer. In Figure 3, we measure the time taken
from executing the P2P client’s start command till the reception of
the first video stream bytes on the client for Runs 1 and 2 respec-
tively. Note that this time is the lower bound on the time a user
waits before the video appears on her/his screen because of addi-
tional buffering/pre-roll delay of the media decoder. We emphasize
that all the experiments in this work relate to live P2P streaming
where, unlike video-on-demand scenarios, pre-emptive caching of
content for instant playback is not a viable option.

System A took more time to connect to its P2P overlay than Sys-
tems B and C in general. However, a small start-up time did not
translate into good performance for Solution C, as noted in Fig-
ure 2. We experimented with the required buffering/pre-roll de-
lay for all three systems. This was done by slowly increasing the
pre-roll delay till the point where no further improvement in video
PSNR was observed. We noticed that a pre-roll delay of about 30
seconds was sufficient for System A, whereas for Systems B and C
this value was close to 60 seconds.

Another interesting network measure is the comparison of the
amount of the video stream downloaded from the server to that
downloaded from other P2P clients. This measure is important for
calculating the monetary cost for a content provider deploying P2P
streaming systems because the fraction of bandwidth provided by
the server is bought bandwidth. This measurement is depicted in
Figure 4 for Runs 1 and 2 respectively.

System C reverted to almost a client-server model of download-
ing the bulk of the stream from the server. This may have lead
to buffer overflows in the server and the consequent poor perfor-
mance. On the other hand, despite the well-provisioned upload
bandwidth in our test-bed, the intelligent algorithms in Systems A
and B mostly used the P2P bandwidth even though the server had
an uplink bandwidth of tens of Mbps. For example, for System B
in Run 1, each peer downloaded 6.58 MB from the server and 110
MB from its peers on average. For Run 2, each peer downloaded
8.53 MB from the server and 85.87 MB from its peers on average.
The greater server contribution in Run 2 is a factor in the average
video quality of Run 2 being marginally better than that of Run 1
as the video quality PSNR drop measurements show.
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(f) System C, Run 2

Figure 2: Protocol and duplicate overhead is indicated by the white bars. Filled bars indicate the percentage of required video stream served
to the media decoder. Their shortfall (below 100%) introduces video playback quality degradation. Some bars exceed the scale employed.
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0 10 20 30 40 50
0

5

10

15

20

25

30

35

40
Average first startup time =1.8323

Client ID

D
at

a 
re

ce
pt

io
n 

tim
e 

(s
ec

on
ds

)

 

 

First startup
Second startup
Third startup

(f) System C, Run 2

Figure 3: Startup delay: The time taken from executing the P2P client’s startup command till when the first video stream bytes are received.
Since the On-Off model is employed, note that some clients switch on and off multiple times.
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0 10 20 30 40 50
0

20

40

60

80

100

120

140

160

180

200

Client ID

M
B

yt
es

 

 

Downloaded from servers
Downloaded from other peers

(d) System B, Run 2
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(e) System C, Run 1
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(f) System C, Run 2

Figure 4: Comparison of bytes received from the server to bytes received from other peers. Since the On-Off model is employed, a peer
might not need to download the entire video file. Some bars exceed the scale employed.
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(a) System A, Run 1
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(b) System A, Run 2
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(c) System B, Run 1
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(d) System B, Run 2
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(e) System C, Run 1
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(f) System C, Run 2

Figure 5: Average drop in video quality over all the tested peers. Some bars exceed the scale employed.



(a) System A

(b) System B

Figure 6: Break-up of the total bytes received at each peer from
every other peer during the P2P streaming session Run 1 with Sys-
tems A and B (some bars exceed the scale employed).

As noted before, Systems A and B have tree-based and mesh-
based overlay architectures respectively. This distinction is respon-
sible for the efficiency of System A, as discussed above. Figure 6
pictorially shows the transmit/receive foot print - number of bytes
downloaded by each peer from every other peer in Run 1 - for both
the systems. We do not report these measurements for System C
because of its poor performance and overwhelming usage of the
server bandwidth.

The underlying tree architecture of System A is immediately ev-
ident from the relatively sustained downloads on a peer from a few
other peers. On the other hand, the mesh-based architecture of
System B leads to smaller downloads on a peer from other peers.
However, this also results in increased number of duplicates, hence
reducing efficiency. This might be because of the fact that peers
advertise for the data chunks that they have and then comply with
requests from other peers to transmit these chunks. On the other
hand, the redundancy of duplicate stream blocks may become use-
ful when the network is highly dynamic or constrained.

As mentioned before, we fixed the pre-roll delay of the respective
systems to a value beyond which no further video PSNR improve-
ment was observed. We then evaluated the quality degradation in
terms of the drop in the PSNR for all clients. This is shown in
Fig. 5 for both test runs and averaged over the respective client’s
on-time. It is interesting to observe the correspondence between
the shortfall depicted in Fig. 2 and the drop in PSNRs in Fig. 5.
The first 8 clients have the DSL connection provided by an ISP,
i.e., these are not simulated in the data-center. In general, these
clients experience the most degradation in quality. Client 8 experi-
ences the worst degradation in quality due to it’s under-performing
ISP Internet connection.

6. CONCLUSION AND FUTURE WORK
P2P video streaming is now a mainstream Internet application with
several commercial grade systems having large user bases. The
traffic characteristics and network QoS requirements of P2P stream-
ing systems are significantly different from other P2P applications
given the real-time requirements for video streaming. We set up
a controlled test-bed which emulates real-world network condi-
tions through careful traffic shaping and then tested 3 commercially
available P2P systems for different network conditions. The re-
peatability of our approach enables comparisons between different
P2P streaming systems and/or testing the suitability of a particular
network for a P2P streaming system.

Instead of limiting our measurements to packet loss and network
usage only, we designed a novel P2P video quality measurement
technique in order to obtain several received video quality mea-
sures such as video PSNR, channel changing times, etc. We also
parsed our log data into relevant information like the efficiency and
overhead of the tested P2P streaming systems, server-to-P2P band-
width ratio and the P2P trasmit/receive footprint. These measures
allowed us to make concrete statements about the effectiveness of
each P2P streaming system.

Our results show that some of the tested P2P streaming systems
have a significant overhead (up to 35% over the video stream size)
and have an average start-up delay of under 11 seconds on our test-
bed, although an additional video buffering time of at least 30 sec-
onds is needed to combat the effect of variations in the packet ar-
rival times on the video playback. We also observed that the P2P
systems are robust to peer churn and intelligently use P2P band-
width instead of simply resorting to downloading the video stream
from our over-provisioned server. Finally, we report that there
are substantial differences between P2P streaming systems’ perfor-
mance based upon their underlying implementation and the choice
of protocols.
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