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ABSTRACT

Aggregate Nearest Neighbor Queries are much monreplex

than Nearest Neighbor queries, and pruning stredegie always
utilized in ANN queries. Most of the pruning metisoare based
on the data index mechanisms, such as R-tree.@uhé well-

known curse of dimensionality, ANN search couldheaningless
in high dimensional spaces. In this paper, we pgepwo non-
index pruning strategies in ANN queries on metpace. Our
methods utilize the r-NN query and projecting lamalyze the
distributing of query points, find out the searagion in data
space, and get the result efficiently.

Categoriesand Subject Descriptors
H.2 [Database M anagement]; H3.3 [I nformation Storage and
Retrieval]: Information Search and Retrieval

General Terms; Algorithms, Experimentation

Keywords
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1. INTRODUCTION-MOTIVATION

Given the static source dataset Pmp...pn} and the query
points set Q={g0p, G ......, G, an ANN query retrieves the
point in P which minimizes an aggregate distancection with

respect to all the points in query set Q. The aggjee distance
between a data point and query points set Q caaxpeessed by
adist(p,Q)= f(lpd.|pql.---.Ipql), where |pfi is the Euclidean
distance between point p and Bifferent function f gives ANN
query different meaning. ANN query has receivedsiderable
attention the last few years and it has become raatt more
important in spatial database [1,2,3]. In ordecémpute as few

Permissionto make digital or hardcopies of all or partof thiswork for

personabr classroonuseis grantedwithout fee providedthatcopiesarenot
madeor distributedfor profit or commercialadvantagendthatcopiesbear
this notice and the full citation on the first page.To copy otherwiseor
republishto poston serversor to redistributeto lists, requiresprior specific
permissiorand/orafee.

INFOSCALE2007,June6-8, SuzhouChina

Copyright® 2007 ICST 978-1-59593-757-5

DOI 10.4108/infoscale.2007.900

Hanxiong Chen
Dept. Computer Science, University of Tsukuba
Tennoudai 1-1-1, Tsukuba, Ibaraki 305, Japan

chx@dblab.is.tsukuba.ac.jp

Nobuo Ohbo

Dept. Computer Science, University of Tsukuba
Tennoudai 1-1-1, Tsukuba, Ibaraki 305, Japan

ohbo@dblab.is.tsukuba.ac.jp

distances as possible, pruning strategies are alweed to
optimize the query processing in ANN queries, fdriak many
efficient indexing structures have been proposeth s R-tree.
But for the well-known curse of dimensionality, thraditional
indexing methods are reasonably well solved just How
dimensional applications. Many studies have shovmat t
traditional indexing methods fail in high dimensabspace. Thus
NN search and ANN search would be meaningless gh hi
dimensional spaces.

In this paper, we propose two non-indexing prurstrgtegies for
ANN query processing which we call them vp-ANN aigom

and projection-based algorithm. We assume thagusly points
can fit in main memory and only consider the sumcfion. For
the following discussion, we consider 2-Dimendionabint

datasets. But the proposed techniques are apmidabhigher
dimension

2. PRUNING WITHOUT INDEX

As for the sum function in ANN query, adist(p,Q)=¥lpq],
Pyl ---.|pql), the best ANN point should make the value of
distance of |pft, . be as small as possible. It is clearly that the
best ANN result would be lie in the region in whithe query
points distribute concentrically. If the data peirit dataset P
distribute uniformly in data space. We can say thatresult of
ANN query (we call it the best ANN point) should imside the
region which the MBR(Minimum Bounding Rectangle) thie
query points set Q covers in data space. In othads, pruning
means we find a search region in data space arttigdest ANN
point in this region, instead of searching in fdfita space. Not
using the indexing mechanisms, our pruning metlzoddyze the
distributing of query points by different ways, amrk out the
search region. The most important technique of rathods is
how to find the search region which is equal tocowers the
MBR of query points set.

2.1 Vp-ANN Algorithm

The ideal best ANN point p would be the point whiets every
[Pgl=1.n be minimal in {|p}|i=1.n}. This is to say this point would
be the Nearest Neighbor of every query poing=g..n)
synchronously. For the data points of P distributédormly and
there must be many points in P, we can say thial idest ANN
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point p would not exist indeed. But enlightenedtiig, we know
the best ANN point p would be as near as possihkath query
point in Q. Given a point vp and radius r, we dibcithe r-
neighbor region of vp by C(vp,r)={p[@P, |p vpl<=r}. It can be
concluded that for every point e best ANN point should be in
its r-neighbor region. On that we give out Lemmal.

Lemmal. Let R=C(q;,r;) be the r;-neighbour region of g, and
R=0,_, ,R betheunion area of R. If eachr; we choose

can guarantee that the intersection of N;_; R is not empty,
the best ANN point must bein R.

The R in Lemmal is the search region of our vp-Adlbrithm.
Now the most important thing for us is to consid=ch f
carefully. For simplifying the process, we chooseaint vp in
dataset P, and select the Euclidean distance betweand gto
be r. The focus converts to how to select the pivotWa know
the aggregate centroid of Q is the best choicgppbecause as for
sum function this point is the one in data spae¢ thinimizes the
value of aggregate distance. We can say that thegagte nearest
neighbor is a point of P which ‘near’ the aggregaetroid of Q.
However it is difficult and time-consuming to calaie the
aggregate centroid. Thus we use the geometric aidntio
substitute it. The geometric centroid: q(x,y) ot&n be calculated
by Eq.1 and Eq.2.

X =(1/n)Yiz1.n X - @

y = (@)L Y )

Although the geometric centroid of query points Geis the best
choice of vp, it is not certain a point of the datiaP. if we choose

it as vp, it is possible that the search region duldl be a empty
set. For the reason we find the nearest neighbtineofjeometric
centriod in P (Assuming this point ig)pand choose itg as the

vp point instead of the geometric centriod. On tps there is at
least one point pin the search region R. For the search region
always covers the MBR of query points set, vp-ANgbathm is
strong and always can get the best ANN query point.

2.2 Projection-based Algorithm

The heart of the projection-based method is toeatojhe query
points into a carefully selected ‘line’. The prdjag result can
reflect the distributing of query points. By thestdibuting of the
projecting points in the line we can determine gbarch region in
which the query points distribute concentrated, pnghe other
region. The search region of projection-based dlyoris the
intersection of two candidate regions. The candidagion is a
cirque between the two circles. Both of the canmidagions
contain all the query points.

In order to calculate the candidate region, prajeebased
method chooses two pointg #and g in data set P, and considers
the ‘line’ that passes through gnd p in data space, then projects
the query points into the line. The distances betwgivot g and
the projecting points of the query points on theelican be
calculated by the Eq.3, which can be deduced binedaw. In
the equation D(pq) is the Euclidean distance betwegrapd g.
In order to let our algorithm be more strong, tléngs p and p
we select should maximize the distance Jpg. This means p
and p must be in the brim of data space. We choose ttinis

pivots by special method which requires just O(Njtahce
computations.

Proj(P a)=(D” (Pa0) +D7(PaPy) -DA(P5,0))/(2D(1s 1)) ®)

After calculating all the value of projge)(i=1..n), we find out
the query point g, and g, , which the value of proj§z) and
proj(P=gmin) are the maximum and minimum respectively in
proj(ps, ) (i=1..n). Let gy be the projecting point of,g, on the
line and ¢, be the projecting point of g on the line. For
insuring that the candidate region would covettal query points
we calculate the radii of the candidate region by#and Eq.5.

Tmax = Proj( dma)+D(Cmax :Omax)- (4)
Tmin = PrOj(Pa Gmin) = D{(Ghin + Gmin') (%)

In EQ.5 if 1y, < 0, we let g, = 0. Taking p as the centre of a
circle we draw two circles with the radjid and r,, respectively,
the cirque between the two circles is the candidatgon of
projection-based method. We can express the caedidgion by

A(Pa Fminmax) Z{DIDDP, Tnin<=|PP|<=hnard-

Because the candidate region covers all the quemts it is
certainly to cover the MBR of all the query pointherefore this
region is also a strong one and would include #st BNN point.
However the range of the candidate region islatifje, and it may
include almost of the points in dataset. If we tékis candidate
region as search region, we just can prune a famgpin data
space. For get the search region which is muchlenthlan the
candidate region, our strategy is: firstly, we seleo points g,
and py, and get the frist candidate region: A(Ruint,fmax)- Then
we select the other two pointgand p, which are different from
pa: and gy, and get the second candidate region Az, Mmax?-
Because the two region have different circle @nfx; and R,
and we project just the same dataset P into thedtfferent lines,
there must be an intersecting region between R ,Mmax) and
A(Pazmin»Tmaxd- This intersecting region would much smaller
than each one of the two candidate regions, andsWeolize
this region by S= A@,Mmin1Mmax) NVA(Pa2 Mmin2Mmax). We select S
as the search region of projection-based algoritBetause both
the two candidate regions cover the MBR of the gpeints, this
search region is a “satisfied” one.

3. EXPERIMENTS

We use both real datasets and synthetic dataset®uin
experiments. The result shows that the value odinfjmumber of
Q) and the area of MBR of Q are the important fectof our
algorithms. And as for CPU cost, the projectiondshalgorithm
is better than vp-ANN algorithm. Our methods perfawell in
high dimension space.
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