ABSTRACT

Parallel Discrete Event Simulation is a well known technique for executing complex general-purpose simulations where models are described as objects the interaction of which is expressed through the generation of impulsive events. In particular, Optimistic Simulation allows full exploitation of the available computational power, avoiding the need to compute safety properties for the events to be executed. Optimistic Simulation platforms internally rely on several data structures, which are meant to support operations aimed at ensuring correctness, inter-kernel communication and/or event scheduling. These housekeeping and management operations access them according to complex patterns, commonly suffering from misuse of memory caching architectures. In particular, operations like log/restore access data structures on a periodic basis, producing the replacement of in-cache buffers related to the actual working set of the application logic, producing a non-negligible performance drop.

In this work we propose generally-applicable design principles for a new memory management subsystem targeted at Optimistic Simulation platforms which can face this issue by wisely allocating memory buffers depending on their actual future access patterns, in order to enhance event-execution memory locality. Additionally, an application-transparent implementation within ROOT-Sim, an open-source general-purpose optimistic simulation platform, is presented along with experimental results testing our proposal.
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1. INTRODUCTION

Parallel Discrete Event Simulation (PDES) techniques [8] are well known for being a classical means to develop simulation systems featuring high performance, which is essential in several contexts, such as symbiotic systems or simulation-based (time-critical) decision making. The core principle is to partition the simulation model into several distinct objects, mapped on Logical Processes (LPs), which concurrently execute simulation events on clusters, SMP/multi-core machines and/or even desktop grids [13].

The main problem in the design/development of this type of simulation platforms is synchronization, the goal of which is to ensure causally-consistent execution of simulation events at each concurrent LP [7]. In literature, several synchronization protocols have been proposed, among which the optimism-oriented ones (e.g. the Time Warp protocol [10]) are highly promising. With these protocols, block-until-safe policies for event processing are avoided, thus allowing speculative computation, and causal consistency is guaranteed through rollback/recovery techniques, which restore the system in a correct state upon the a-posteriori detection of consistency violations. This approach has been shown to exhibit a performance which is relatively independent of both the lookahead of the simulation model and the communication latency between the concurrently running LPs. It is therefore viable and effective for a wide spectrum of both application-specific and infrastructure-related settings.

Rollback/recovery techniques have been supported using two different approaches, namely reverse computation [5] and log/restore facilities [6]. The former is based on inverse events implementing undo operations, which allow simulation platforms to recompute a previous state having not to rely on a history. The latter periodically saves in a separate memory area a complete (or incremental) snapshot of each LP’s simulation state so that, whenever the simulation must be restarted from a previous Local Virtual Time (LVT) because of executed-event time inconsistencies, older correct states can be retrieved from a log chain. Memory buffers containing simulation states’ snapshots are thus necessary for ensuring execution correctness, but the probability they will be actually used is directly proportional to the rollback frequency (i.e. they have a smaller locality). A standard memory allocator would assign buffers according to some application latency between the concurrently running LPs. It is therefore viable and effective for a wide spectrum of both application-specific and infrastructure-related settings.
ment can happen with a uniform probability when they are allocated according to the policies the allocators are commonly built upon, yet replacing an access-intensive buffer with a less-used one can produce a non-negligible performance drop.

At the same time, Optimistic Simulation platforms must take into account operations meant to support efficient execution of the simulation model, like releasing buffers related to older state logs which are no longer needed in any rollback operation, in order to recovery memory (namely, the fossil collection operation). Other support operations are needed as well, e.g. selecting the next event to be executed according to some scheduling policy. These housekeeping and management operations are not directly related to simulation advancement, but are nevertheless necessary in order to produce correctly advancing simulations. Again, they are likely to access data structures sparsely, inducing the in-cache replacement of access-intensive data structures by memory buffers the access pattern of which can be, in the worst case, one-shot.

In addition, the current architectural trend shows us that in the upcoming future computational frameworks based on large clusters will be available in the wide. This scale up in the number of available processing units will produce more efficient executions due to a tighter match between the number of Logical Processes and the number of computational resources. At the same time, processing units are showing an always increasing size of caching subsystems. Summing up these two factors, Optimistic Simulation platforms can enhance the overall throughput by exploiting the greater amount of per-LP available cache memory, due to the growth of cache sizes and to the working set size reduction related to the increase in available computational resources, and this can be further enhanced by an aware cache usage.

In this work we address optimistic simulation throughput enhancement from a new perspective. Data structures can be divided into two major groups — access-intensive and access-mild — the former ones producing a throughput increase if they are likely to be found in the upper levels of the caching hierarchy. We therefore propose the design and the implementation of a Memory Management subsystem which is aware of the actual access patterns (i.e. if buffers will be accessed intensively or not) and tries to create a separation between cache memory locations where the two groups are stored. In this way, operations involving structures which are accessed more frequently will find them in cache with a higher probability.

The remainder of this work is structured as follows. In Section 2 we discuss Related Work. Section 3 provides a preliminary discussion on problem formulation, along with generally-applicable design indications. A detailed description of our implementation is presented in Section 4. Finally, experimental data to assess the validity of our solution are presented in Section 5.

2. RELATED WORK

In optimistic simulation platforms, memory usage strongly affects the overall performance. In particular, state logs which are one of the fundamental means used for supporting recoverability — strongly rely on memory management subsystems. Therefore, checkpoint/restore operations has been addressed in several ways and from different perspectives in literature, in order to minimize memory requirements which, in turn, can directly/indirectly affect performance.

In the context of non-incremental checkpointing, several solutions propose methodologies to define well-suited values for the checkpoint frequency, or to determine optimal positions in case of sparse checkpoints, aiming at optimizing the tradeoff between the costs of checkpoint operations and coasting forwards, the latter cost being paid when a non-checkpointed state value must be restored [6, 16, 19, 22], and in [15] a study on the effects on memory locality is provided. The work in [18] presents a software architecture which tries to reduce single checkpoint operation's latency via the exploitation of programmable DMA engines on COTS hardware for fast and (partially) non-blocking data copy between the LP state buffer and the checkpoint buffer.

In our solution we address an orthogonal issue. In fact, the aforementioned works propose methodologies and techniques aimed at reducing logical memory usage — which in turn can produce a benefit on caching architectures — while we directly address memory management trying to enhance physical memory locality in the overall execution, indirectly focusing at the same time both on log/restore facilities and on housekeeping operations.

Other proposals like the ones in [14, 24] aim at supporting dynamic memory management through preallocation of memory buffers. Our solution is architecturally similar to the one there proposed, in the sense that we support the definition of simulation states at runtime via the invocation of standard malloc/free services as well, but we additionally serve memory requests from different memory regions depending on the future buffers’ access patterns, so that access-mild data buffers will not collide with access-intensive ones in the caching architecture, therefore enhancing data locality of the actual working sets of simulation platforms/application-level software.

A completely orthogonal technique for supporting consistency in case of a time-causality violation is reverse computation [5, 12], which is based on the concept of reverse event codes, that are able to associate undo operations with the ones which produced changes in the simulation states with no (or little) history requirements. Therefore, whenever a previous simulation state must be restored, inverse events are executed, until the previous local virtual time associated with the target state is reached. Although this technique directly enhances data locality, as long as no cache invalidation is generated from allocation/usage of log buffers, it suffers from state-restore latency — which is directly proportional to the (and is not generalizable, as events are not invertible in general. Our solution is therefore viable as well in context where log/restore facilities cannot be left out, due to the intrinsic nature of events.

Standard allocator implementations [2, 27] usually have minimizing-space-by-minimizing-wastage (generally due to fragmentation) as a primary goal, but explicitly address fragmentation in order to increase locality, meaning that memory chunks are kept as contiguous as possible, in order to reduce page faults and cache misses. We have designed our proposal starting from a different and orthogonal perspective, explicitly addressing physical memory usage in terms of caching-architecture exploitation efficiency, focusing on the in-cache permanence of working-set-related data structures.

Kernel memory allocators [1, 4] have a similar goal, even though they use different approaches. In fact, they allocate stripe-aligned memory buffers, and data structures tend to avoid false-cache sharing explicitly. This can be effectively done given the special-purposeness of kernel implementations, while we address this problem in general-purpose simulation environments, where false-cache sharing is addressed through an implicit forced logical-addresses collision on the same cache stripes depending on access patterns.
3. PROBLEM FORMULATION

3.1 Optimistic Simulation Systems’ Fundamentals

The optimistic PDES paradigm, as presented in [10], is based on the partitioning of the simulation model into \( N \) LPs, uniquely identified by a numerical code in the range \([0, N - 1]\), which are mapped onto \( K \) simulation kernel instances. LPs handle disjoint individual states — the global simulation state just results as the union of such individual states (i.e. no shared portions are allowed) — according to the simulation model implemented at application level.

Beyond discussing basic principles underlying the optimistic paradigm, in the seminal paper in [10] also provides a reference architectural organization for optimistic simulation systems, which we schematize in Figure 1. Specifically, we detail the suited set of data structures and functionalities/subsystems which should be provided in order to implement a platform relying on the optimistic paradigm.

Input and output message queues are used to keep track of simulation events exchanged across LPs, or scheduled by an LP for itself. They are typically separated for different LPs, so as to afford management costs. For the input queues, these costs are related to both event insertions and, e.g., event move from the past (already processed) part to the future (not yet processed) in case of rollback of a specific LP. The input queue is sorted by virtual send-time, which corresponds to the local virtual clock of the LP upon the corresponding event-schedule operation. As discussed by several works (see, e.g., [20]), the actual implementation of input queues can be differentiated (e.g. heaps vs calendar queues), and possibly tailored to and/or optimized for specific application contexts, characterized by proper event-timestamp patterns (affecting the insertion cost depending on the algorithm used to manage the queues). On the other hand, output queues are typically implemented as doubly-linked lists since insertions occur only at the tail (i.e. according to non-decreasing values of the local virtual clock). Also, deletions from the output queues only occur either at the tail or at the head, the former occurring upon a rollback operation which undoes the latest computed portion of the simulation at each LP. In particular, all the output messages (i.e. the generated events) at the tail of the output-queue with send-time greater than the logical time associated with the causality violation are marked, sent out towards the original destination in the form of anti-messages — used to annihilate previously sent message and inform the original sender of the occurred rollback — and then removed from the output-queue. The latter are related to memory recovery procedures, which we shall detail later on in this section.

A messaging subsystem receives incoming messages from other simulation kernel instances, the content of which will be then reflected within the input queue of the destination LP. Also, it notifies output messages (i.e. newly scheduled events) to LPs hosted by other kernel instances, or the aforementioned anti-messages.

The state queue is the fundamental means for allowing a correct restore of the LP state to a previous snapshot whenever a causal inconsistency is detected (i.e. the LP receives a message with timestamp lower than its current simulation clock, or an anti-message that annihilates an already processed event). The state queue is handled by the state management subsystem, the role of which is to save/restore state images. Additional tasks by this subsystem are related to (i) performing rollback operations (i.e. determining what is the most recent suited state which has to be restored from the log), (ii) performing coasting forward operations (i.e. fictitious reprocessing of intermediate events in between the restored log and the point of the causality violation) and (iii) performing fossil-collection operations (i.e. memory recovery, by getting rid of all the events and states logs which belong to an already committed portion of the simulation).

The Global Virtual Time (GVT) subsystem accesses the message queues and the messaging subsystem in order to periodically perform a global reduction aimed at computing the new value for the commit horizon of the simulation, namely the time barrier currently separating the set of committed events from the ones which can still be subject to a rollback. This barrier corresponds to the minimum timestamp of not yet processed or in-transit events. In addition, this subsystem cares about termination detection, by either checking whether the new GVT oversteps a given pre-determined value, or by verifying some (global) predicate (evaluated over committed state snapshots) which tells whether the conditions for termination model execution are met. Finally, this subsystem is also in charge of starting the aforementioned fossil collection procedure.

Additionally, a CPU-scheduling approach is used to determine which among the LPs hosted on a given kernel instance must take control for actual event processing activities. Among several proposals [17,23], the common choice is represented by the Lowest-Timestamp-First (LTF) algorithm [11], which selects the LP whose pending next-event has the minimum timestamp, compared to pending next-events of the other LPs hosted by the same kernel. Variants for LTF exist, among which a basic (stateless) approach relies on traversing the pending next-events across the input queues of all the LPs, and a stateful approach [21], is based on reflecting variations of the priority of the LPs into the CPU-scheduler state, so that the LP with then highest priority can be determined via a query on the current CPU-scheduler state.

3.2 Design Indications for a Cache-Aware Memory Manager

Cache misses have a profound impact on performance: A miss requires accessing data directly from main memory, an operation which is at least one order of magnitude more expensive than the last level of the cache. Misses happen due to limited cache size, with respect to the application

\(^3\)Chained rollback can arise if the the received events have already been processed by the destination LPs.

\(^4\)State restore is not needed if using reverse computation.
working set size, the latter being dependent on application purpose, algorithm and implementation.

Optimistic simulation platforms usually suffer from a non-local behaviour. Many operations, although necessary, un-load from cache the most accessed data structures, producing a non-negligible performance drop. In particular, log/restore operations usually allocate and use buffers for saving the current simulation state, producing a large invalidation of in-cache buffers, but the probability that these buffers will be used in the near future is near-zero. In order to increase the portion of the working set which is resident in cache, we propose to allocate these buffers in a way such that they will collide between each other (i.e. their addresses will be mapped to the same cache regions) leaving untouched cache areas which are meant to contain data structures which are likely to be used more frequently.

To this purpose, we have to discriminate between memory buffers which are access-intensive and access-mild. In order to perform this classification correctly, we have to follow through our analysis in a separate way for the application level and the simulation kernel. By the discussion in 3.1, we clearly see that the only access-intensive data structure in the simulation kernel is the input message queue. In fact, upon receiving a new message from whichever LP in the system (an operation which is inherently frequent) the queue must be scanned for insertion or rebalanced, according to its actual implementation. Any other data structure is commonly accessed at particular positions (e.g. the output queue, which is accessed only at head or tail) or is scanned completely yet infrequently (e.g. structures needed for GVT reduction or for state management). Therefore giving these structures the possibility to invalidate cache buffers which can be accessed in the near future can make the system suffer from secondary effects.

As far as the application-level software is concerned, an efficient simulation is required (i.e. we want to provide the user with complete transparency, and considering that an Optimistic Simulation platform should be general-purpose. Therefore, the actual access pattern of the simulation model cannot be inferred with no additional knowledge. Nevertheless, common simulation scenarios show that simulation states mostly coincide with models’ working sets (i.e. the state is usually entirely accessed). Considering that event execution relies only on the simulation state to produce advancements in the simulation, we can assume that the whole simulation state is composed by access-intensive buffers.

This might seem a strong assumption, but in fact it provides no performance decrease even when the application shows a completely non-local behaviour. In fact, if we suppose that a simulation model has no locality at all in its memory accesses, then cache usage will become similar to the one shown by an application which makes no assumptions at all. The exhibited performance will therefore be similar to the one of a simulation not using our Memory Manager. Thus, provided that most operations in the simulation kernel have a large (sparsely/infrequently-accessed) working set as well, memory accesses will show to be more cache-miss intensive.

In order to increase the in-cache resident set, we propose a Memory Management subsystem (oriented at supporting log/restore facilities) which partitions the cache between access-intensive and access-mild memory buffers, trying to embank the cache-miss phenomenon typical of Optimistic Simulation platforms. Basically, our proposal preallocates a cache-aligned portion of the available address space and serves memory requests in a differentiated way depending on their expected access rate. In particular, a cache-aligned preallocated memory region (which we call a stock) is divided into portions (which we call blocks) the size of which corresponds to the one of the lowest-level cache available in the system. Memory buffer requests are served from fixed-size chunks within memory blocks, and depending on their access patterns, they are clustered in a way such that they will be mapped to separate cache regions of different sizes (i.e. the access-mild region will be smaller than the access-intensive one). Following this policy, whenever the execution undergoes a housekeeping or management operation, memory accesses will not invalidate application-level data related to the actual simulation working set in the caching architecture, thus providing an enhancement in event execution data locality.

In order to reduce internal fragmentation, chunk size contained into a memory block is determined at runtime upon receiving a request. In this way, a memory block can contain chunks of different sizes for the application and the kernel levels. This is important because usually kernel- and application-level memory requirements are different, simulation models requiring smaller buffers and simulation kernels requiring larger ones. If a memory block were to contain same-sized chunks for both layers, internal fragmentation could arise, since blocks containing application-level chunks of a certain size would not likely contain any kernel-level chunk of the same size, and vice versa.

Of course, in order to enhance even more cache locality, memory chunks should be allocated in a cache-stripe aligned way. This choice allows the underlying hardware architecture to reduce the number of cache misses and, whenever one is encountered, the number of memory chunks replaced in cache is minimum, as a chunk is overlapped to more than one stripe only if its size is greater than the stripe’s. We note that if the whole preallocated memory is cache-aligned, then this behaviour can be easily obtained by fine tuning chunks’ sizes as powers of 2. Given that the cache is partitioned between access-intensive and -mild buffers, we note that to avoid interfering with the alignment, the separation between the two regions must be stripe-aligned as well.

The last general consideration we want to point out is concerned about the transient behaviour at the beginning of the simulation execution, which can in turn affect the entire simulation in the context of multi-core sharing. In fact, considering that simulation kernels are handling memory addresses separately (i.e. there is no runtime agreement between different kernel instances on how the memory should be allocated), at the beginning of the execution, different simulation kernel instances will start allocating buffers which will be mapped to the same cache locations, as long as the memory manager’s behaviour is deterministic. If the application-level execution pattern is likely to allocate memory during the whole execution (i.e. the simulation state can grow indefinitely) and operate uniformly at random on it, this transient behaviour will produce an increase in cache invalidations in the initial part of the simulation. On the other hand, let us consider the case where the application level allocates the whole simulation state at simulation startup (i.e. an operational behaviour where the simulation state is non-growing). Conflict relations related to allocation determinism will produce a bias in cache exploitation which will produce a performance much smaller than the one generated by a common allocator which tries not to optimize with respect to the caching architecture. In fact, different kernel instances’ (i.e. processes’) buffers will conflict during the whole simulation, producing a large number of cache misses. This problem can be faced by forcing the
memory manager to serve memory requests starting from different memory addresses according to the actual simulation kernel instance it is running within, following some circular allocation policy.

4. IMPLEMENTATION WITHIN ROOT-SIM

We have implemented the cache-aware memory management subsystem within the ROme OpTimistic Simulator (ROOT-Sim), which is an open-source, general-purpose simulation platform developed using C/POSIX technology, based on a simulation kernel layer that ultimately relies on MPI for data exchange across different kernel instances. Interaction with the application-level software is handled via a simple API, consisting of:

- ScheduleNewEvent() injects new simulation events into the system, destined to any simulation object, hosted either locally or by a different kernel instance.
- ProcessEvent() supports the actual processing of simulation events. Via this callback the kernel gives control to the application layer, in particular to a specific LP, in order to execute a single simulation event.

LPs’ state management and recoverability is offered by DyMeLoR [14, 24], a memory manager which takes into account two main architectural approaches. First, dynamic memory allocation and release by the application, performed via the standard malloc library, are hooked and wrapped by the kernel via standard linking facilities. Second, the simulation platform is “context-aware”, i.e., it has an internal state which allows distinguishing whether the current execution flow belongs to the application-level code or the platform’s internals.

This makes integration of our new approach (which has been specifically implemented within DyMeLoR) into other optimistic simulation platforms straightforward, requiring not to modify neither the platform nor the applications. By the considerations in Section 3.2, the application-level software must be associated with buffers which must be regarded as access-intensive, while simulation kernel ones must be treated as access-mild. The intrinsic context-awareness allows to perform this differentiation in a straightforward way. The only additional requirement is to mark the input message queue (which is allocated by the simulation kernel) as access-intensive. To this purpose, we provide a new API, namely intensive_buffer(int true)) which can be used to override the invocation-context-based decision, in order to mark a particular buffer returned by a malloc call depending on its parameter, allowing the simulation kernel to make the memory management subsystem able to specify more information on the future access patterns of its buffers. The solution hereby proposed provides several overall benefits: i) the application-level user can rely on our subsystem in a completely transparent way, and ii) given the flexibility of the new API, specially-designed kernel-level data structures which are recognized by the developers as being access-intensive, can be marked accordingly, therefore providing a performance enhancement at kernel level as well.

The core data structure which allows the memory manager to organize data buffers and serve application/kernel requests is the memory_block, the structure of which is shown in Figure 3. A memory_block is a portion of the stock buffer currently being used for serving memory requests. Its size is the same as the cache one, and it is logically divided into two different regions, one for containing access-intensive buffer and one of containing access-mild ones. The dimensions of these two regions depend on the separation threshold, the position of which is tunable at compile time. We note that the position of the separation threshold is a factor which can impact the overall performance. In fact, constraining memory accesses within a reduced cache region might increase cache-miss frequency, if an access pattern entailing reads/writes of many buffers belonging to the smaller region is followed. We will discuss the impact of this in Section 5, as specific tests have been performed in order to investigate on the impact of this choice.

Both areas in a memory_block maintains some header information, namely some metadata and a use_bitmap, the former being structured as follows:

```
struct memory_block {
    void *init_address;
    int num_chunks;
    int busy_chunks;
    size_t chunk_size;
    int next_chunk;
};
```

The init_address field is a pointer which is initially set to NULL, meaning that the current block has not yet been initialized for serving memory requests. In this case, we say that the block is currently not valid. As depicted in Figure 3, chunks are allocated stacked upon each other, with opposite growing direction depending on whether they are regarded as access-intensive or not. In particular, whenever a memory_block is validated because of a first malloc invocation belonging to that memory_block, the memory manager computes the number of chunks which will be available to serve requests within that block this information is stored in the num_chunks field — and makes init_address pointing to the first allocable chunk.

The use_bitmap shown in Figure 3 is a compact data structure which allows the memory manager to fast check whether a memory chunk has already been used for serving a request. When a memory allocation is executed, the
field next_chunk of the involved memory_block is used to identify the best convenient position for starting the bitmap search in order to identify a free memory chunk. At this point, busy_chunks counter is updated upon reservation of the identified free chunk and the corresponding bit in the bitmap is set. The manipulation of next_chunk is based on the classical algorithm used by the Linux Kernel for managing the bitmap of file descriptors associated with a process. Specifically, next_chunk is always increased upon chunk allocation within the block. Instead, it gets decreased in case a chunk is released having its index being associated with the first chunk currently available within that block (the bit associated with the released chunk is reset within the bitmap).

This is a first-fit oriented policy (although acting on chunks of the same size) aimed at reducing both free-chunks and bitmap fragmentation by having allocated chunks mostly aggregated in the initial part of the block.

Additionally, we emphasize that the seeming redundancy coming from the duplicated metadata both in the access-intensive and in the access-mild area of a memory_block is, on the contrary, a solution to address internal fragmentation. As stated in section 3.2, application-level software is likely to issue requests for buffers the size of which is expected to be smaller that simulation kernel ones, in the general case. To cope with this possible scenario, considering the fact that most of the data structure used by the simulation kernel are access-mild, there might arise a strong internal fragmentation due to memory_blocks holding many access-intensive buffers and other memory_blocks holding many access-mild buffers of different sizes. Duplicating metadata allows a single memory_block to host memory chunks of different sizes depending on their typology.

We have explicitly chosen not to associate a header with each memory chunk in order to save on space and enhance even more locality in the access pattern, considering the scenario of a first-fit oriented policy (all data structures are not allocated sparsely wrt time execution). If this logical connection holds, then a single cache miss will make the caching architecture to load a cache stripe maybe containing more than one local data structure with a higher probability. In addition, we have decided to place metadata within the memory_block, as this decision allows a faster access to data structures in case a free operation is invoked, as the metadata are at a fixed position which can be derived by simple arithmetics from the address passed to the free itself, given that a memory_stock is cache-aligned and evenly divided into fixed-size memory_blocks. This is another point of differentiation with the original malloc library, where a much more complex header is associated with each managed chunk in order to maximize flexibility in memory usage (e.g. by dynamically partitioning or aggregating chunks according to the so called “boundary tagging” scheme [2]).

At simulation platform startup, /proc file system is accessed, for obtaining the actual lowest-level cache size to properly set memory block’s size, so that an accurate mapping between memory buffers and cache regions can be created. In addition, this information is also used to fine tune the separation threshold accordingly, depending on specified compile-time requirements. Cache-stripe size is determined as well, in order to insert some padding within the block’s metadata, which is to reduce the possibility of cache conflicts between this metadata and the boundary chunks. In fact, we consider that metadata are more likely to be accessed frequently, and their access pattern is in no way related to the boundary chunks’ one. This choice will further reduce the data conflict, avoiding conflicts between chunks (be they belonging to the same metadata’s memory_chunk or not) and metadata themselves. The last part of the auto-tuning phase involves the computation of a per-kernel threshold which will force memory requests to be served starting from a particular chunk, depending on the simulation kernel the request has been issued by (we recall that, as mentioned in section 3.2, this is a solution to a possible biasing problem in shared-cache misses). In particular, the threshold is computed as

\[
\text{cache_size} \cdot \text{num cores}
\]

where core, core being the numerical id of the core hosting the kernel instance for execution.

Before returning control to the simulation kernel, the first memory_stock is allocated\(^1\). We rely on posix_memalign allocator which, in simulation-dedicated environments, supports the effectiveness of the access-mild vs access-intensive areas’ separation. In fact, actual conflicts between the two might arise, since lower cache levels are located on conventional architectures downstream of hardware Memory Management Units, therefore working at physical address level. Conflicts are avoided because internally posix_memalign relies on standard malloc. For very large requests, it uses the mmap() system call to find addressable memory space, which directly interacts with Linux Kernel’s Buddy System, which is likely to provide physical alignment (at requested size) and contiguiousness\(^2\). Therefore, this guarantees that the different areas will be kept completely disjoint thanks to the fact that a memory_block’s size is the same as the lowest level cache’s, as depicted in Figure 4. Additionally, posix_memalign allows to specify an alignment factor, which we select as being the cache-stripe size derived at startup time. This choice enforces reducing false cache sharing at higher cache levels, which conversely rely on virtual addresses.

\(^1\)A memory_stock’s size can be tuned at compile time.

\(^2\)An alternative (not being the privilege of simulation environments) is to guarantee alignment at large sizes via huge pages, on architectures where the supported hugepages’s size is greater than the last level cache size.
In order to maintain and manage memory_blocks, our memory manager relies on a couple of memory_block data structure — which is organized as depicted in Figure 5 — one for access-intensive buffers and one for access-mild ones. Each entry in these data structures is used for managing a memory_block. The chunks within a block (associated with one of the two memory_managers) have the same size, while different blocks host chunks with size corresponding to $K$ different powers of 2. As soon as a malloc call is issued, the chunk size that best fits the request is identified. If no previous request for that particular size was received, the first free available memory_block is selected for serving requests for that particular size, and its metadata are set up.

The chunk size that best fits the request is identified. If no previous request for that particular size was received, the first free available memory_block is selected for serving requests for that particular size, and its metadata are set up. If the memory_block associated to the requested size is available, but no free chunks are left over, a new memory_block is selected as before, and it is connected in the list associated with that particular size, kept in the block_manager.

In case a malloc has been issued, the memory_stock is allocated, relying again on posix_memalign().

The main issue with the so-far-explored approach is that no memory request larger than the whole cache size can be served using memory_block. Although we believe that common simulation kernels/applications do not rely on such large data structures, we provide two solutions to this issue. The block_manager has a special entry which, if a large memory request is issued, is made pointing to a special buffer which holds memory chunks according to the standard malloc policy. Since we know that this behaviour can deeply affect the overall performance of any memory management subsystem — as long as these oversized buffers can produce conflicts both in access-mild and access-intensive cache areas — the memory manager can be configured at compile time in order to deny these oversized requests, thus returning NULL if this condition is met. The decision whether to rely on the conservative (more performing) or on the reliable (less performing) behaviour, is left to the user at compile time.

5. EXPERIMENTAL DATA

5.1 Test-bed Platform and Benchmarks

We have implemented the proposed cache-aware memory management subsystem within ROOT-Sim. The hardware architecture used for testing our proposal is a 64-bit NUMA machine, namely an HP Proliant server, equipped with four 2GHz AMD Opteron 6128 processors and 64GB of RAM. Each processor has 8 cores (for a total of 32 cores) that share a 10MB L3 cache (5 MB per each 4-cores set), and each core has a 512KB L2 cache. The operating system is 64-bit Debian 6, with Linux Kernel version 2.6.32.5. The compiling and linking tools used are gcc 4.3.4 and binutils (as and ld) 2.20.0.

The benchmark we have used in this experimental study is derived from phold [9]. In this benchmark, each simulation object executes fictitious events which only involve the advancement of the local simulation clock to the event timestamp. Each time an event is executed, a new fictitious event is scheduled, destined to whatever object inside the system, with a timestamp increment following some exponential distribution. In implementations of this benchmark (see, e.g., [18, 26]), the execution of an event has included a busy loop (which emulates a specific CPU delay for event processing, and hence a specific event granularity) and/or read/write mode access to a fictitious, memory contiguous state buffer of a given size $S$. Large values for $S$ would mimic applications with large memory requirements. On the other hand, the spanning of read/write operations across the state buffer determines the specific locality inside the object state, associated with the event execution.

We have adapted this benchmark in order to mimic different working sets resident in dynamically allocated memory. In particular, in our implementation each LP’s state is formed by a main data structure (state_head), containing a set of $N$ pointers for accessing $N$ distinct linked lists of varied-size buffers relying on dynamic memory allocation. Sizes are linearly distributed in between a $\min$ and a $\max$ value. We denote as $\text{size}(i)$ the exact size of the buffers inside the $i$-th list (with $0 \leq i \leq (N - 1)$).

At setup time, the $S$ bytes forming the fictitious state are allocated according to the following rule:

- $\frac{S}{N}$ bytes are destined for buffer allocation inside each of the $N$ lists.
- $\frac{S}{\text{size}(i)}$ buffers are allocated for the $i$-th list, and linked together.

In other words, there is a bias towards buffers associated with smaller sizes. This is reasonable when thinking that the logic used in general software contexts tends to rely on allocation of large amounts of relatively small memory chunks, and smaller amounts of relatively large chunks$^7$.

In order to specifically account for access patterns, the simulation is based on an event which entails access operations inside the buffer lists currently belonging to the simulation object memory layout. This will allow us to observe whether and how the access-intensive buffers are indeed found in the caching architecture, therefore letting us measure the actual cache-miss frequency and how it is related with overall performance.

To determine the span of access operations across the buffers inside the object lists, we have adopted a breadth-first visit on the lists. Specifically, we have introduced an additional parameter $x \leq S$ indicating the total amount of bytes that must be accessed during the event execution across the dynamically allocated buffers within the object state. Initially $x$ represents the residual amount of bytes to be touched. Upon event execution, we randomly select the list of buffers from which to start the visit, and we touch all the content inside the buffer at the head of this list, thus also decreasing the residual amount of bytes to be touched by subsequent access operations. Then, every other list is accessed the same way according to a circular policy. At each access on a given list, we move on the subsequent (untouched) buffer in that list (if any) and then perform the access operation. This goes on until the residual amount of bytes to be accessed becomes zero. Actually, the lower the value of $x$, the higher the memory locality of the application.

Access operations are implemented via stdlib services, specifically memset calls, involving data movement from memory to CPU registers, and therefore forcing the caching architecture to load data if not already present.

$^7$As an example, this is the typical layout for dynamic memory based data structures inside the LINUX kernel.
After the startup phase, every LP schedules for itself the first event at timestamp \( t \), derived according to an exponential distribution. Upon event execution, the access operation is performed. Then, an LP in the system is selected uniformly at random amongst all the LPs in the system, and a new event is destined to it at a simulation time \( t + inc \), where \( inc \) is again derived according to the same exponential distribution. The simulation halts when all the LPs in the system have executed at least 500000 memory-access events.

5.2 Results

We have performed three main tests, which can be described as follows:

A. The simulation-state size has been tuned in order to completely fit the lower-level cache size (i.e. it is \( 2/3 \) of the whole cache size), and read/write accesses span across \( 75\% \) of each LP’s state. This configuration mimics a scenario where simulation models rely on a reduced state, where most of its data are necessary to follow through the execution. We consider this to be the best case for our memory management architecture, as we expect to find a reduced number of conflicts.

B. The second test case represents the most general one, where simulation states are 3 times the cache size, and accesses span \( 25\% \) of each LP’s state. We expect that in-cache data buffers are more frequently replaced, yet allowing some data locality to be captured.

C. The third test case mimics a worst-case scenario, related to simulation objects which rely on growing states which are sparsely accessed. In particular, we define simulation states to be much larger than the cache size (in the order of 10), and the access operations to span \( 10\% \) of the whole simulation state. We expect to find an increased number of cache misses, nevertheless showing a performance which should resemble the one provided by a generic memory allocator.

The above considerations only take into account application-level buffers, not considering the kernel read-intensive buffers (e.g. input message queue). The presence of such buffers in the access-intensive cache area may add some entropy to the actual behaviour of our memory management subsystems, because data structures like the input message queue can arbitrarily grow depending on the actual application-level events’ generation pattern, i.e. LPs interaction.

Our simulations have been executed running 32 instances of ROOT-Sim’s simulation kernel (one process on each CPU core) and 32 LPs (one for each kernel instance). We believe that this scenario can significantly describe the benefits of our memory management architecture when there is a tighter match between processing resources and simulation objects, a scenario which will be always more present in the future, according to the current technological trends described in Section 1. We note that the aforementioned executions exhibit a large degree of parallelism, causing a strong divergence in the local virtual time associated with the LPs hosted on different processors, inducing a high number of rollback operations because of out-of-order events’ execution. This is a worst-case scenario for our memory management subsystem, as the large number of rollback operations make access-mild data buffer be scanned frequently, in order to restore a correct simulation state.

For each of the specified test cases, two different executions are provided, one taking a snapshot of the whole simulation state at each event execution (namely, a Copy State Saving behaviour, CSS), and one which saves the state on a periodic basis (namely, a Periodic State Saving behaviour, PSS) with the log period is autonomicumely set according to the proposal in [25], ensuring that the best checkpointing interval is selected according to actual execution dynamics. We consider the CSS an important test case, because it is significant for non Piece-Wise-Deterministic scenarios [3], entailing simulation events the re-execution of which (e.g. after a rollback operation) is likely not to regenerate the same events’ pattern. This makes silent execution unexploitable for rebuilding a previous state starting from a certain state log, requiring the exact simulation state to be restored. Additionally, the separation threshold has been set in order to show a 1:4 ratio, meaning that the access-intensive area is four times the access-mild one.

In order to better interpret the experimental results, in Table 1 we present the per-LP memory occupancy (i.e. the amount of memory requested to the system during the whole execution) wrt access-intensive and access-mild buffer requests, in the PSS execution case. In particular, we can clearly see that the access-mild area is much larger than the access-intensive one (on the order of 6-10 times). By the definition of the separation threshold according to a 1:4 ratio, access-mild buffers are made colliding into the smaller cache area, exactly because due to their sparse access pattern, cache utilization would be sub-optimal, and therefore more importance must be given to the access-intensive ones, which represent the actual working set.

In Figure 7 a histogram showing the cache-hit ratio is provided for the CSS case. By the plot it can be seen that the differentiation in the access pattern which the cache-aware subsystem is based on is actually real. In fact, the hit rate associated with the non-cache-aware execution clearly shows that there is a difference in the order of \( 10\% \) between the operations’ frequency on access-intensive and -mild buffers. Moreover, we recall that in this test case the rollback length is less than two (i.e. a configuration that accesses with a high probability a log buffer shortly after it has been saved) and the rollback frequency is extremely high due to an increased degree of parallelism. We note that a more general configuration would provide a smaller cache hit for access-mild buffers. To produce a better performance a higher global hit rate is required. The access ratio between access-mild (mostly kernel-related and access-intense application and some kernel structures) strongly depends on the simulation model’s logic, but since the access-mild buffers are typically large and sparsely accessed, a cache-hit increase on them could be infeasible, while an access-intensive cache-hit increase is more easily achievable due to the fact that application-level software is more likely to be local.

In Figure 6 we present the results of the aforementioned test executions, showing the throughput related to test A, B and C. CSS execution exhibits a performance increase that ranges in between \( 5\% \) and \( 10\% \). This is because of the higher availability of in-cache buffers related to the actual working set.

In the PSS case, a different behaviour comes from the differences in working sets. In particular, we note that because of the high number of rollbacks related to the degree of parallelism in this benchmark, the coasting forward operation is more relevant to the overall performance. In particular, an increased number of events must be silently reprocessed (on average) in order to reconstruct correct states. This again entails accessing buffers within the access-intensive area, which have been already proven to exhibit a better performance due to in-cache residence of the actual working set. By the plots, we can see that when dealing with a
small/sparse working set, a performance increase in the order of 10% is provided. This is again related to the in-cache residence of memory buffer and the effects of the coasting forward operations. In the case of a large working set, both the cache-aware and -unaware executions mostly show the same throughput. This is because housekeeping operations become more relevant, and (at the same time) they have a smaller cache area to rely on for accessing data.

In addition, we provide the results for an execution where 10M events are executed using the B test case configuration and the PSS checkpointing scheme, as described above. The main difference in this test lies in the fact that with a 95% probability a new event is scheduled to the same LP. This configuration induces a lower amount of rollback operations, due to a smaller interaction between simulation objects. While the aforementioned experimental results were referred to a worst-case scenario, in this opposite situation the real advantages produced by a reduced non-necessary in-cache invalidation can be shown more clearly. By the results in Figure 8, we can see that the actual system’s speedup is in the order of 25%. This is related to the smaller relevance of accesses on access-mild areas, therefore assessing the performance increase related to the permanence of working-set-related buffers in the caching architecture.

Finally, we provide a test case for assessing the impact of the separation threshold on the overall performance. The importance of the separation threshold is related with the assumption that if we give access-intensive buffers more in-cache space, the total amount of cache misses is expected to be reduced because non-necessary invalidations against the actual working set are avoided. On the other hand, access-mild buffers are anyway accessed at some point during the simulation. If too little in-cache space is given to these buffers, we are unavoidably forcing an increased number of cache misses, although on a periodic basis. Festering this behaviour can, in turn, produce more secondary effects rather than avoiding them. Moreover, if little space is given to the access-intensive buffers, then induced conflicts on the actual working set will likely produce a performance decrease. We have selected the B test-case using PSS state saving as a litmus test for this possible drawback. We consider this as a revealing test because the reduced number of state saving operations invoked during the simulation allows properly focusing on the effects without exacerbating the possible cause behind.

By the plots in Figure 9, we can see that the best performance is anyway obtained when a larger in-cache space is assigned to the access-intensive buffers. In the opposite situation (i.e. where far more space is destined to the access-mild buffers) the total amount of cache misses induced by internal conflicts on the actual working set (i.e. the access-intensive buffers) produces a performance drop in the order of 20%. Any other configuration lies in between.
6. CONCLUSIONS AND FUTURE WORK

In this work we have presented an innovative Memory Management subsystem for Optimistic Simulation platforms, targeted at enhancing memory locality by differentiating memory allocation between access-intensive and access-mild buffers. Generally-applicable design indications and a simple API allow the extension/integration of this proposal within any optimistic simulation platform build according to the specifications in [10]. A set of experimental results on a modified version of the phold benchmark show the viability of our proposal, using different working sets’ sizes and on different checkpointing intervals.

Future work entails the design and the implementation of a heuristic able to autonomically tune the separation threshold position in cache, to further enhance benefits derived from secondary effects.
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