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Abstract—Routing and resource allocation are two major
research directions for cloud computing, especially for improving
the response time in multimedia cloud computing. In this paper,
we propose network model for the transmission time between
data centers and design routing algorithms for multimedia cloud
computing. We further propose resource allocation with the goal
to minimize the resource cost. We show some first simulation
results of our proposed algorithms.

I. INTRODUCTION

As one of the most popular IT technology, cloud com-
puting technology has been sweeping various industries in
an irresistible trend. The media cloud services are hosted by
multiple geographically distributed data centers. The network
routing strategy and resources allocation in the media cloud,
has been studied by many scholars in related fields, which are
respectively impact on the resource transmission time and the
response times of cloud service. The shorter response time
means the better Quality of Experience (QoE).

Routing and resource allocation are two major research
directions for cloud computing. However, there is much re-
search work on the routing topology inside data center while
little on routing algorithms among data centers and little on
the resource allocation scheme. In our previous work [2], we
construct a simple network model between data centers and
propose a heuristic algorithm to solve the resource allocation
scheme problem. Nan et al. [1] propose the optimal VMs
allocation schemes for single-site cloud and multi-site cloud.
Zhan F B. [3] and Goldberg A V. [4] show us some ways of
computing shortest paths over a network.

To address aforementioned challenges, we analyze the net-
work factors of transmission time and study the influence of
network factors on the resource allocation in clouds. Specifi-
cally, we study on the optimal routing strategy and the resource
allocation strategy for VMs in the media cloud.

The rest of the paper is organized as follows. In Section II
we analyze factors of transmission time, propose routing al-
gorithms, and form resource allocation problem. Experimental
evaluations and result analysis are performed in Section III.
Finally, we conclude the paper in Section V.

This work is supported by Beijing Higher Education Young Elite Teacher
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II. ROUTING AND RESOURCE ALLOCATION

A. The network model of multimedia cloud

In the PaaS cloud network architecture, data centers provide
VMs to process and storage resource for applications and
transmit resource file through fiber-optic network. Clients
connect to data centers through access-network to request mul-
timedia applications services which are performed at multiple
data centers. The whole cost time of resource transmission
T between two data centers is consist of four parts of time:
the propagation delay Tprop, the transmission delay Ttran, the
route processing delay Tproc, the route queuing delay Tqueu.
We derive the formula below [2][4]:

T = Ttran + Tprop + Tproc + Tqueue

≈ Filesize

B
+
Distance

C
(1)

Through the analysis of the above formula, we find Tproc
and Tqueue can be ignored when compared with the values
of Ttran and Tprop. Through further analysis, we we can get
that there are three main factors impact on the transmission
time between cloud networks, there are the size of file to be
transmit Filesize, the bandwidth of the link B, the physical
distance between data centers Distance. C here is the light
speed, which is a constant.

Fig. 1. The network environment of multimedia cloud data centers
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B. Optimal Routing based on Dijkstra Algorithm

In the muti-site cloud, a centralized controller is typically
used for resource planning and routing between data centers.
Dijkstra Algorithm is a routing algorithm in graph theory [6],
which is mainly used to compute the best path in consideration
of different metrics in real network environment. In the basic
routing Dijkstra Algorithm, hop count is generally used as a
reference index. However, we set some network parameters
as metric to improve the transmission performance for the
multimedia cloud.

Based on Eq.(1), we propose a bandwidth-based routing
algorithm based on Dijkstra algorithm using the bandwidth
of network link B as metric, and a distance-based routing
algorithm based on Dijkstra algorithm using distance between
data centers Distance as metric. In the bandwidth-based
routing algorithm, we take the smallest value of bandwidths
of the links in the path as the bandwidth metric of the path
[7]. For example, datacenter D1 connect D5 via D4 is the
shortest path, the bandwidth metric of path B1−5 is minimize
{B1−4, B4−5}. Both algorithms are to reduce the time of file
transmission in data center networks and further reduce the
cost in the resource allocation scheme finally.

C. The Resource Allocation Scheme

Now we present our resource allocation model and then
form into an optimization problem. We define I as set of VMs,
J as set of applications. The goal is to minimize the cost.
Let K be the number of VMs. r and d are the reservation
and on-demand price plans P for I types VMs and J types
application respectively. We consider the optimal resource
allocation problem as minimization problem in Eq.(2).

Minimize C(t) =
∑
iεI

∑
jεJ

P rijK
r(t)
ij + P dijK

d(t)
ij (2)

The optimization problem in (2) is proved to be an NP-Hard
problem [1]. Besides, the number of VMs is decided by the
processing time that the application allows. With shorter time
at the same condition, the more VMs that needed. As shown
in Eq.(3), the application processing time TProj must be less
than the value of application response time T resj minus the
data transmission time T traj in data centers network and TAccj

in user access network. T traj is computed by Eq.(3) and TAccj

can be treated as a constant in our network model.

TAccj + TProj + TTraj ≤ TResj ,∀jεJ (3)

In previous work [2], we proposed a heuristic algorithm to
solve the problem (2). This time we will further study optimal
allocation algorithms based on our proposed optimal routing
algorithms.

III. SIMULATION
In our initial simulations, we assume five data centers D =
{D1, · · · , D5} with distance and bandwidth shown in Figure
1.

We first set the file size as a fixed value, and compute the
transmission time of ten paths between the five data centers,

namely {D1−D2, D1−D3, · · · , D2−D3, · · · , D4−D5}. Paths
are computed by two proposed routing algorithms. Then we
change the value of file size for different multimedia appli-
cations. Figure 2 shows the simulation results of transmission
time for two proposed algorithms .

Fig. 2. Transmission time of file sizes of 10MB and 100 MB

We find the transmission time change greatly when band-
width and the distance are set as reference factor. While
increasing the size of files to be transferred ten times, the
transmission time of each path increase and the growth rate
of different paths changes differently for two proposed algo-
rithms.

IV. CONCLUSION AND FUTURE WORK

In this paper, we study optimal routing and resource al-
location for multimedia cloud computing. We propose two
routing algorithms to reduce the transmission time, and pro-
pose resource allocation schemes to minimize the resource
cost. In our future work, we will extend our simulations in
more realistic environments and jointly study optimal routing
algorithms and resource allocation schemes.
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