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ABSTRACT
In cognitive radio network model consisting of secondary users and primary users, in order to solve the difficult multi-objective spectrum allocation issue about maximizing network efficiency and users’ fairness to access network, this paper proposes a new discrete multi-objective combinatorial optimization mechanism—HJ-DQPSO based on Hooke Jeeves (HJ) and Quantum Particle Swarm Optimization (QPSO) algorithm. The mechanism adopts HJ algorithm to local search to prevent falling into the local optimum, and proposes a discrete QPSO algorithm to match the discrete spectrum assignment model. The mechanism has the advantages of approximating optimal solution, rapid convergence, less parameters, avoiding falling into local optimum. Compared with existing spectrum assignment algorithms, the simulation results show that according to different optimization objectives, the HJ-DQPSO optimization mechanism for multi-objective optimization can better approximate optimal solution and converge fast. We can obtain a reasonable spectrum allocation scheme in the case of satisfying multiple optimization objectives.
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1. INTRODUCTION
In Cognitive radio networks (CRN)[1-2], in order to meet the demand of normal communication, multiple communication indicators are required. As a key issue, multi-objective resource optimization needs to be solved. In CRN, spectrum allocation [3-4] is an issue for multi-objective optimization. The whole process is a multi-objective spectrum allocation process to maximize network efficiency and users’ fairness to access. In recent years, with the domestic and foreign further researcher for this aspect, some spectrum allocation mechanisms have been gradually proposed. These mechanisms can be divided into three categories which are the game theory[5], the algorithms based on collaboration[6-7] and the thoughts based on new intelligent optimization algorithms [8-11]. The theory can enhance spectrum utilization and obtain a good allocation scheme. But there are also certain contradictions among the methods. In more complex situations, the model based on the game theory is difficult to achieve Nash equilibrium. The mutual cooperation of each node need be considered in the thoughts based on collaborative optimization. What’s more, each node’s strategy will affect other neighboring users. Therefore, the process is complex and not stable. There exist some contradictions among the search field, fast convergence, and convergence precision in the new intelligent algorithms, so it is hard to achieve an overall optimal effect and is hard to approximate the global optimal solution during the limited time. Therefore, the further improvement is required in this regard.

In view of the above insufficient spectrum allocation methods, this paper proposes a spectrum allocation mechanism based on HJ-DQPSO optimization. This mechanism can realize the alternate between the global search and local search, prevent falling into the local optimum, and can approximate the optimal solution. Besides it has the advantage of less parameter and fast convergence. The simulation results show that the algorithm can approximate optimal solution, and effectively solves the disadvantage of the old spectrum allocation methods. So it can solve the problem of difficult spectrum allocation effectively.

2. SYSTEM MODEL
In our model, each secondary user (SU) senses primary users (PU) respectively, and obtains available spectrum and interference constraint according to the users’ location. CRN collects available spectrum and interference constraint via the control channel or a base station. The SU can select available spectrum and also adjust transmit power to avoid interfering with neighboring primary users. Figure 1 illustrates a deployment consisted of 3 primary users and 9 secondary users where each PU occupy a channel. Each SU obtains idle spectrum to achieve dynamic spectrum access. Each PU and SU has an interference range with radius. In PU interference range, the channel can’t be occupied by SU to avoid interfering with the PU. When the interference ranges of two adjacent SU overlap, they will cause interference with each other if they use the same channel. Therefore, the SU is controlled both the PU constraint and the adjacent SU constraint on the basis of the normal communication. In CRN, as PU’s and SU’s location may change, the spectrum availability will change accordingly. So
3. PROBLEM FORMULATION

3.1 Spectrum Allocation Model

We assume a network of N secondary users and M primary users. Each SU and PU have an interference area with radius \( d_s(N) \) which is bounded by the minimum and maximum transmit power, i.e. \([d_{\min}, d_{\max}]\) and \(d_s(N,M)\). \(d_s(N,M)\) represents the Euclidean distance from SU to PU, and \(d_s(N_1,N_2)\) represents the Euclidean distance between SU \(N_1\) and SU \(N_2\). We define the key components of our model as follows:

- **Spectrum availability:** \(L = \{l_{n,m} | l_{n,m} \in [0,1]\},_{N,M}\) represents the channel availability. \(l_{n,m} = 1\) if and only if channel \(m\) is available at user \(n\). If \(d_s(n,m) < d_s(n) + d_s(m)\), then \(l_{n,m} = 0\); otherwise \(l_{n,m} = 1\).

- **Spectrum utility:** \(B = \{b_{n,m}\},_{N,M}\) represents the channel utility. \(b_{n,m}\) represents the utility that the user \(n\) obtains from the spectrum \(m\). The value of the spectrum efficiency can be obtained from the Euclidean distance between SU and PU, namely \(b_{n,m} = d_s(n,m)^2\). Obviously, if \(l_{n,m} = 0\), then \(b_{n,m} = 0\).

- **Interference constraint:** \(C = \{c_{n,k,m} | c_{n,k,m} \in (0,1]\},_{N,M}A\) represents the interference constraint among secondary users. \(c_{n,k,m} = 1\) represents there will be some interference if the SU \(n\) and the SU \(k\) use the same spectrum simultaneously. There are certain constraints between interference constraint and spectrum availability, for example \(c_{n,k,m} \leq l_{n,m} \times l_{k,m}\) and \(c_{n,m} = 1 - l_{n,m}\). The binary model is used to represent the interference values in this paper. We assume that there are two secondary users \(n\) and \(k\) in this network, where their interference radius are \(d_s(n)\) and \(d_s(k)\) respectively, and the distance is \(d_s(n,k)\) between the users. If \(d_s(n,k) < d_s(n) + d_s(k)\), then \(c_{n,k,m} = 1\). It represents that it will generate interference to use the same spectrum simultaneously. Otherwise, \(c_{n,k,m} = 0\) means that it will not generate interference.

- **Allocation matrix without interference:** \(A = \{a_{n,m} | a_{n,m} \in [0,1]\},_{N,M}\) represents the spectrum allocation, where \(a_{n,m} \leq l_{n,m}\). \(a_{n,m} = 1\) represents the spectrum \(m\) is allocated to the SU \(n\). The allocation matrix without interference needs to satisfy all the interference constraint defined by \(C\), namely if \(c_{n,k,m} = 1\), then \(a_{n,m} + a_{k,m} \leq 1, \forall n,k < N,m < M\).

3.2 System Optimization Objective

This paper considers obtaining a reasonable spectrum allocation scheme in terms of the entire network. So this paper not only considers maximizing network utility, but also considering the fairness to access and the max proportional fairness. Therefore, the optimization objectives are defined as follows:

1. The Network Sum Utility \(U_{NSU}\) is defined as:
   \[
   U_{NSU} = \sum_{n=1}^{N} \beta_n = \sum_{n=1}^{M} \sum_{m=1}^{N} a_{n,m} b_{n,m}
   \]

2. Access Fairness \(U_{AF}\) is defined as:
   \[
   U_{AF} = \sqrt{\frac{1}{N-1} \sum_{n=1}^{N} \left( \sum_{m=1}^{M} a_{n,m} b_{n,m} - \frac{1}{N} U_{NSU} \right)^2}
   \]

3. Max-Proportional-Fairness \(U_{MPF}\) is expressed as:
   \[
   U_{MPF} = \left( \sqrt{\frac{1}{M} \sum_{n=1}^{N} \sum_{m=1}^{M} a_{n,m} b_{n,m} + 10^{-4}} \right)^{\frac{1}{\gamma}}
   \]

4. Overall system performance \(E\) which is weighted as the overall performance optimization is formulated as:
   \[
   E = w_U U_{NSU} - w_A U_{AF} + w_T U_{MPF}
   \]

The spectrum allocation is to maximize network utilization \(E\) and to get the allocation matrix without interference \(A^*\). Given the model above, we can define the spectrum allocation problem by the optimization function: \(A^* = \arg\max_{A \in \Phi} \, E(A)\) . Where \(\Phi\) represents the spectrum allocation matrix set.

4. SPECTRUM ALLOCATION BASED ON HJ-DQPSO OPTIMIZATION

4.1 Algorithm Analysis

1. The steps of HJ algorithm as follows:
   - **Step1:** Initializing the initial point \(x^0\), step length \(\delta^0 = (\delta_1^0, \delta_2^0, \cdots, \delta_n^0)^T\), acceleration coefficient \(\gamma\), contraction coefficient \(\theta \in (0,1)\), accuracy \(\varepsilon\) and \(k=0;\)
   - **Step2:** Starting from \(y = x^{(k)}\), probing search successively according to the unit vector \(e^j (j=1,\cdots,n)\). Then we choose the positive probing or negative probing according to the comparison of iteration value.
   - **Step3:** Ordering \(y = x^{(k+1)}\), if \(f(x^{(k)}) < f(x^{(k+1)})\), then we choose pattern search for \(x^{(k+1)}\) along with the acceleration direction that is \(p^k = x^{(k+1)} - x^{(k)}\). Order \(y = x^{(k+1)} + \gamma p^k\), return to step2, otherwise return to step4;
   - **Step4:** If \(|\delta^k| < \varepsilon\), then the iteration is stopped and we export \(x^{(k)}\). Otherwise we assume \(y = x^{(k+1)}, x^{(k+1)} = x^{(k)}\), \(\delta^{(k+1)} = \theta \delta^{(k)}\) and \(k = k + 1\), and return to step2.

2. QPSO algorithm is an effective global optimization algorithm, which has a strong capability of optimization and faster convergence. The basic thought of QPSO is randomly to initialize a population whose size is \(H\) in the \(D\)-dimensional space. Each particle which can constantly learn and save optimal value is
regarded as a feasible solution. The position of each particle is 
\[ x_i = (x_{i,1}, x_{i,2}, \ldots, x_{i,s})^T \], where the best position \( p_{best} \) of 
\[ x_{i,a} \in [L_a, U_a] \] is 
\[ p_{i,a} = (p_{i,1}, p_{i,2}, \ldots, p_{i,s})^T \], the global best position \( g_{best} \) is 
\[ G_{s} = (p_{s,1}, p_{s,2}, \ldots, p_{s,s}) \]. The iterative equation in the QPSO algorithm is expressed as:

\[
m_{best} = \frac{1}{M} \sum_{i=1}^{M} p_i(t) = \left( \frac{1}{M} \sum_{i=1}^{M} p_{i,1}(t), \frac{1}{M} \sum_{i=1}^{M} p_{i,2}(t), \ldots, \frac{1}{M} \sum_{i=1}^{M} p_{i,s}(t) \right) \tag{5}
\]

\[
P = \frac{\phi_1 p_{i,1} + \phi_2 G_{s}}{\phi_1 + \phi_2} \tag{6}
\]

\[
x_{i,a}(t+1) = P(t) \pm \alpha (m_{best}(t) - x_{i,a}(t)) \ln\left(\frac{1}{u_{i,a}(t)}\right) \tag{7}
\]

Where \( \alpha \) is the factor of contraction and expansion and \( u_{i,a}(t) \) is a random number from 0 to 1.

The QPSO algorithm described above is only suitable for continuous state model. But the spectrum allocation model in this paper is a discrete model, the QPSO algorithm is improved by discretization. We use the probability of 0 and 1 to improve the average optimal location \( m_{best} \) based on the equation (5). If the occurrence probability of 0 is large, then the value of \( m_{best} \) is 0 in the corresponding dimension, otherwise the value is 1. If their probabilities are equal, then the value is a random value between 0 and 1. Besides we use equation (8) to replace the equation (6).

\[
P_i = \phi p_{best} + (1 - \phi) g_{best} \tag{8}
\]

\[
b = \beta \left| m_{best} - x_i \right| \ln\left(\frac{1}{u_{i}}\right) \tag{9}
\]

\[
P_i = \begin{cases} 
\frac{b}{i}, & \text{if } (b/i) > 1 \\
1, & \text{otherwise}
\end{cases} \tag{10}
\]

Where \( \phi \) is a random value between 0 and 1 and \( u \sim U(0,1) \). We process the equation (7) by the crossover and mutation operation in the genetic algorithm to obtain equation (9) and (10). In the case of \( P_i \) bigger than a random, the corresponding dimension of \( P_i \) use the cross conversion between 0 and 1, otherwise the \( P_i \) isn’t changed. Then we assign \( P_i \) to the position of the particle \( x_i \), process it with continuous iteration to find the optimal solution eventually.

(3) In order to solve the local optimum and improve search efficiency, the standard deviation 5 is introduced to determine whether the particles were trapped in local optimization status in this paper. The equation is defined as (11). Where \( f_i \) is the fitness of particle \( i \), \( f_{ave} \) is equal to \( \frac{1}{H} \sum_{i=1}^{H} f_i \).

\[
S = \sqrt{\frac{1}{H} \sum_{i=1}^{H} (f_i - f_{ave})^2} \tag{11}
\]

### 4.2 The procedure of HJ-DQPSO algorithm

Step1: Initializing parameters and According to the improved equation (5) to obtain the discrete values, we can calculate the average best position of the population \( m_{best} \);

Step2: According to equation (1), (2), (3), (4), we can calculate the fitness value of each particle;

Step3: Comparing the fitness of particle’s individual best position \( p_{best} \) and global best position \( g_{best} \);

Step4: According to equation (8), (9), (10), we update the position of each particle;

Step5: According to equation (11), we calculate the standard deviation \( S \) of fitness of the population. If \( S < \delta \), we will use the HJ algorithm to search. Then we will iterate the search value back into the DQPSO algorithm to continue searching;

Step6: If the stopping condition is reached, then the search will be finished. We will export the global best position and the global best fitness. Otherwise we will turn to the step 3 and continue to searching.

### 5. SIMULATION ANALYSIS

We randomly place primary and secondary users in a given area (20x20) which has \( N \) SUs and \( M \) PUs. In order to demonstrate the performance of the proposed algorithm, the proposed algorithm is compared with other algorithms which are the quantum genetic algorithm (QGA) proposed in paper [12], the particle swarm optimization (PSO) proposed in paper [11], the genetic algorithm (GA) proposed in paper [10] and the exhaustive search algorithm (ES). The simulation parameters refer to the corresponding literatures.

Figure 2 shows a cognitive wireless network model composed of 8 primary users and 15 secondary users simulation effect, the radius of PU and SU interference range is \( d_p \in [3,5] \) and \( d_s \in [1,3] \) respectively. The figure depicts the interference range distribution maps of the user. The spectrum availability, interference information and spectrum utility of the user can be presented from the simulation.

**Figure 2 The distribution of interference range**

The number of PU is set as 10 and the number of SU is set as 10 to 30 in the figure 3. Under the overall efficiency of \( U_{NSU} \) considered, we obtain average \( U_{NSU} \) value of the 100 experiments. As can be seen from the results, the average value of the network sum reward showed an upward trend. The HJ-DQPSO algorithm is always higher than other algorithms and better approximates the optimal value. So it shows that the proposed spectrum allocation mechanism can be used to obtain a better spectrum allocation scheme.

The number of PU is set as 10 and the number of SU is set as 10 to 30 in the figure 4. Under the overall efficiency of \( U_{MPU} \) considered, we obtain average \( U_{MPU} \) value of the 100 times experiments. As can be seen from the results, the average value of \( U_{MPU} \) showed a downward trend in the case of a fixed number of
sustems. It suggests that the more secondary users, the more likely play a certain influence on the access fairness of the user. And the HJ-DQPSO algorithm proposed is better than other algorithms. This shows that this algorithm is superior to other algorithms in terms of max proportional fairness.

Figure 3 Mean $U_{NSU}$ with secondary users

Figure 4 Mean $U_{MPF}$ with secondary users

Figure 5 Overall system performances with iterations

6. CONCLUSION

In the complex heterogeneous networks, spectrum allocation is a key technique for the low spectrum utilization and the shortage of radio resource. This paper proposes a novel spectrum allocation mechanism based on HJ-DQPSO. Simulation results show that the proposed algorithm is an optimization method with strong optimization, fast convergence. Besides it is not easy to fall into local search and has certain stability. The proposed algorithm can provides a better spectrum allocation scheme with the overall system efficiency.
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