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Abstract—Using robotic home assistants as a platform for
remote health monitoring offers several advantages, but also
presents considerable challenges related to both the technical
immaturity of home robotics and to user acceptance issues. In
this paper we explore tablets and similar mobile devices as
the medium of communication between robots and their users,
presenting relevant current and planned research in human-robot
interaction that can help the telehealth community circumvent
technical shortcomings, improve user acceptance, and maximize
the quality of the data collected by robotic home assistants.

Keywords—Human-Robot Interaction, Telehealth, Health-
Related Data

I. INTRODUCTION

Using robotic home assistants as a platform for remote
health monitoring is a growing research area in healthcare at
home. Robots’ mobility, in particular, offers the advantage of
being able to collect data from angles and ranges that cannot be
easily obtained from alternative setups and, furthermore, robots
can be used more pro-actively ensuring that data is collected
regularly.

Health monitoring mostly targets elderly users. For this rea-
son, the home assistant functionality should integrate Human-
Robot Interaction (HRI) strategies and methods that enhance
robot’s acceptance by the users: the procedure for making
service requests should be easy and natural, it should create
opportunities to unobtrusively collect health monitoring data,
and it should avoid making unrealistic demands on the robot’s
cognitive capabilities.

Using an application via a mobile phone or a tablet to
interact with the robot has multiple advantages in this respect.
To begin with, it is possible to develop applications adapted
toward personal background (e.g. gender, age, culture) and
cognitive and physical abilities (e.g. special apps for disabled
users). Moreover, the design and implementation of an app
is cost efficient. Besides from interacting with the robot, an
application in combination with the sensors that are integrated
(or can be integrated) in a mobile device can be used to monitor
activities of daily life (ADL). This can be a valuable tool
for both informal care-givers and medical professionals who
can use data collected by such applications. In addition, an
application on a mobile device that is not part of the ‘robot
body’ allows multiple users to have access to the same robot.

In a scenario where a robot is used in a hospital one robot
could be serving multiple users.

In the rest of the paper, we present the literature on the
factors that influence the success of HRI (Section II), discuss
the challenges and opportunities of using mobile devices
to control robotic home assistants while remotely collecting
health monitoring data (Section III), and conclude by present-
ing a research plan for developing the necessary technologies
that will allow home healthcare community to successfully
grasp the opportunity offered by the rapid advancement of
mobile devices and home robotics (Section IV).

II. BACKGROUND

In the field of Human-Robot Interaction (HRI), there is a
rich literature on how the effectiveness of interaction depends
on factors related to user personality and background, as well
as the characteristics of the robot, and the medium of the
interaction.

From the perspective of the users, the range of factors
that influence the acceptance of healthcare robots by elderly
people has been found to be very wide: age, needs, gender,
experience with technology (and robots in particular), cognitive
ability and education, culture, role and anxiety and attitudes
towards robots [3]. Several studies have mapped how user char-
acteristics and background determine what robot behaviours
are appropriate. Takayama and Pantofaru [27], for instance,
determined that robot gaze has a different influence on women
than men and that people who have experience with robots or
have pets feel more comfortable when being approached by
a robot on short distance. More recent research has demon-
strated that social robots are more easily accepted when they
conform with stereotypes that match their occupational role
(e.g., healthcare, security) to the ‘gender’ and ‘personality’
that they are designed to possess [29].

A robot’s embodiment plays a key role in its assistive
effectiveness [28]. Research shows that users find an embodied
robot more appealing than a virtual agent [3], [31]. It is
important that the robot’s embodiment fits its abilities and
intelligence in order for the user not to get confused [19], [28].
If a robot looks simple, users do not expect it to perform on
a high level. If it looks technically complex, user will expect
the robot to perform at a high level.
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Different interfaces have been integrated in order to real-
ize a non-expert’s interaction with the robot. Most of these
interfaces integrate human-human interaction features such as
natural language, voice recognition, gaze and gestures [2], [8],
[16]. Other assistive robots are controlled by the user with the
help of handheld devices [7], [21], [25]. Panek and colleagues
[17] use a LED projector unit on the back of an Aldebaran
Nao robot to enhance assistance.

Using tablets as an HRI medium has been a natural devel-
opment, as tablets are becoming familiar, in fact, ubiquitous
devices. Assistant robots like the Care-O-Bot [5], Pearl [18],
HOBBIT [4] are equipped with tablets that can be used to
communicate with them. Closest to our setup is the assistive
robot CASERO that can be controlled by a tablet to conduct
simple carrying tasks [9]. Also, Granata and colleagues [6]
explored the pictures that should be used when designing a
tablet interface of the Kompai robot for people with cognitive
disorders.

An application, especially when used by elderly citizens,
needs to be user friendly. However, Salvini et al. [23] differen-
tiate between usability and user’s willingness to interact with
the robot as two separate aspects of human robot interaction:
If a robot is not accepted by elderly users, the user-friendliness
of the design is useless. Another advantage of using an
application is the ease of accessibility and use: end-users can
download the application on their own, familiar, smart phones
or tablets. Ease of accessibility can influence liking the system
[32]. At the same time, the development and distribution of an
application is easier and more cost-efficient.

III. OPPORTUNITIES AND CHALLENGES

The advantages of using robots in telehealth applications
have been previously discussed in more detail [10]. This paper
focuses on using tablets, smartphones, and similar mobile
devices to communicate with a robot that is used as a telehealth
data collection platform. One immediate advantage is that the
data collected from the robot’s sensors can be complemented
by data collected form the mobile device’s sensors. Collecting
telehealth data from mobile devices, laptops, and desktop com-
puters is well-studied and significant results are immediately
applicable [1].

The further advantage and challenge is to design the
robot/mobile system is such a way that they not only com-
plement each other in data collection, but also that this
complementarity stresses the unobtrusive and natural character
of the system, so that the system as a whole is both more useful
and more easily accepted than either the robot or the mobile
device alone. Suppose that user communicates with a robot
via an application to request a service, such as that the robot
brings them something. There are multiple ways to set up the
system, depending on what we want users to perceive as being
their ‘sentient’ interaction peer:

• The robot presents itself as the cognitive system, with
user and robot using the app as a communication
channel.

• The robot presents itself as the cognitive system, and
offers the app as a means of interaction.

• The app presents itself as the cognitive system. The
user interacts with the app, and the app might decide to
control the robot (or other devices) in order to achieve
a goal.

Communication strategies such as direct or indirect speech,
a robot’s appearance and presence and interaction distance
play a great role in HRI [26]. Salem et al. [22] found
out that the interaction context has a greater influence on
participant’s perception of the HRI interaction than the use
of verbal politeness strategies. Even though not all human-
human interaction features can be applied to a human robot
interaction, Torrey et al. [30] suggest that natural human-
human assistive interactions can help to plan effective human
robot assistants. Strait et al. [26] claim that results differ when
communication strategies are tested via indirect interaction
scenarios where the user watched the interaction passively such
as in online questionnaires than when users actually experience
a real interaction with a robot. There is need for more and
in-depth investigation to understand how users communicate
through apps with Robots.

The robot does not verbally speak to the user because
when it uses the application to communicate. In addition to the
application, the robot itself can move, make sounds and simple
gestures such as shaking his head. There is research on robotic
behaviour concerning the use of space [11], [14], [15], [27],
gestures [13], and sounds [12], [20]. However, these factors
have so far not been studied in combination with a mobile
device.

We set-up a simple demonstration to gain some insights
into the factors that influence the users perception and that can
be manipulated by system design, as well as into the challenges
entailed in interacting with a robot that carries out a daily life
task. In this demonstration, the user uses a mobile device to
order coffee, following on-screen instructions. The app and
instructions are designed so that the user provides a close-
up video during ordering. This video is used by the robot to
identify and deliver the coffee to the right person (Fig. 1).

The mobile device app communicates with the user by
the use of text combined with pictures. Text and picture are
combined according to the principle of redundancy, repeating
the same key idea in the text as well as in the picture [24].
Moreover, the robot produces ‘beep’ sounds to catch user’s
attention during critical moments of interaction, such as when
the user has to place the cup on the robot’s tray.

In the simple demonstration we set up, the participants
(n=5) had problems in conceiving the application and the robot
as an integrated system and also they had trouble giving useful
feedback given the set-up of the experiment. This raises the
issue of how to set-up an HRI experiment in a more realistic
background in order to be able to study the aforementioned
perceptions of the app-robot integration.

IV. CONCLUDING REMARKS AND RESEARCH PLAN

We have presented ideas and preliminary experiments on
using an integrated robot/mobile application system as a data
collection platform for telehealth applications. At the core of
our work is the idea that user acceptance can be improved by
combining immediate utility for the user with obtaining sensor
data.



Fig. 1. A graphic depiction of our mobile device for HRI demonstration, showing the process of placing an order, having the order carry out the necessary
steps to fulfil it, identifying the person who placed the order, and making the delivery.

We are using RoboCoffee as a demo where the system has
to be designed in such a way that it can collect the footage it
needs in order to be able to identity the person who ordered
the coffee without scaring ‘customers’ away into preferring
the non-robotic alternative of getting coffee. The RoboCoffee
demo has been developed on GitHub and is publicly available
at https://github.com/roboskel/RoboCoffee

Our research plan involves investigating how humans
communicate with the robot through an application. Having
observed that most of the people that participated in the
demonstration above did not feel that they interacted with the
robot, we find it interesting to carry out further experiments
where the robot and an individual entity is made explicit at
different levels, exploring how people perceive the interaction
with the system and how this perception influences what
they expect from it. Put simply, we will explore if people
have higher expectations from systems presenting themselves a
robot that from systems presenting themselves as a mobile app,
even when identical functionality is offered by both systems.

Another issue that we will explore further is how obtrusive
do people consider providing a video to be. In our current
setup, ensuring that the data provided by the user at ordering
time is adequate for identifying the user at delivery time, we
guided users by a bounding box in which they had to place
their face to make sure that the right capture is achieved at
ordering time. This can be avoided using face recognition
to automatically place the the box on the image instead of
asking the user to place their face so that it falls within a
fixed box. It is not, however, necessarily the case that this is
desired, as it can be construed as misleading the user about
how the images captured from the mobile device are used. We
plan to investigate user reactions to different positions along
the axis of completely explicitly collecting telehealth related
data to collecting all data without ever making the telehealth
application explicit.
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