A Flexible FS-FBMC Receiver
for Dynamic Access in the TVWS

Vincent Berg, Jean-Baptiste Doré and Dominique Nbgu

CEA-LETI, Minatec
Grenoble, France
e-mail: vincent.berg@cea.fr, jean-baptiste.dore@gceatmminique.noguet@cea.fr

Abstract—Filterbank multicarrier modulation (FBMC) has been

identified as a strong contender for dynamic spectrm access in
the TV White Space, as FBMC transceivers are ableotcontrol

out-of-band interference level without compromising flexible

usage. This paper compares FBMC receiver architectas,
providing performance and complexity analysis, baskon closed
form expressions and on an actual implementation. dyphase
network (PPN-) and frequency spreading (FS-) FBMC eceiver
structures are discussed. The FS-FBMC structure iselected for
hardware implementation and compared with OFDM. It is

shown that complexity overhead is limited when hardiare

resource sharing techniques are exploited.
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. INTRODUCTION
In 2009, the US radio regulator — the Federal
Communication  Commission (FCC) -

opportunistic unlicensed operation in the TV bafids Such
opportunistic communication systems have to coexigt TV
broadcast signals and wireless microphones (refetveas
‘incumbent systems’ hereafter). The coexistenceereh is
enforced with a priority mechanism where opporttinis
systems must guarantee that no ‘harmful interfexend! be
incurred to the incumbents. Such rules are meaatlday the
control of, the deployment and use of the unlicdrssvice so
as to avoid harmful interferences on incumbents, rfmi to
restrict it [2].

With the FCC rules, harmful interference is defiriada
twofold way. Firstly, co-channel communication betm
incumbent and opportunistic systems is prohibifdds means
that opportunistic systems must be able to astespresence
of incumbent signals and access only channels vecam
any incumbent. Besides, opportunistic systems laalmnited
amount of time to evacuate the channel when ammbeunt is
switched on.

Secondly, adjacent channel leakage ratio (ACLR)
limited in order to prevent an opportunistic systéram
interfering with an incumbent operating in anotlediannel,
and in particular in adjacent ones. In [1], ACLRaéstricted to
be at least 55dB. Similar requirements are abobetadopted
in other countries (e.g. in the UK [3]). Such ahigCLR
requirement is specific to the TVWS context. Fostamce,
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ACLR requirement is 10dB stronger than required LaE
systems [4].

Orthogonal Frequency Division Multiplexing (OFDMah
proven to be very effective for mobile wireless
communications. By dividing a frequency selectiaifg
channel into a large number of narrow-band flairfgdsub-
channels, multicarrier systems can easily compensia¢
channel effects using a simple one-tap frequencyaio
equalizer. However, OFDM cannot meet the ACLR
requirements unless the transmitter flexibilitysacrificed or
spectral efficiency is compromised contrary to dfihiank
multicarrier (FBMC) modulation [5]. Through actual
measurements using a flexible hardware TVWS tratemit
was confirmed that the FBMC modulation could me&LR
and coexistence requirements. FBMC significantly
outperforms OFDM in terms of ACLR, and brings a 9dB

authorizedpower margin for the same interference level [6haBy, as

the modulated signal is digitally shaped at theebasd, the
transmitter is able to dynamically adapt to thectppen made
available for opportunistic usage. This propertyn che
exploited to address fragmented spectrum througittapm
pooling [5][6]. These previous results focused twe TV
interference specifications, which translate inT WS TX
requirements. In order to confirm the validity oBMC for
secondary usage, it is necessary to analyze thenBiXs as
well, which is the focus of this paper.
Several architectures of FBMC receivers have baaties in
the literature. The polyphase network (PPN-)FBMC
architecture limits the complexity [7] while theefuency
spreading (FS-)FBMC [8] considers reception infleguency
domain and seems more suited to the flexibilityuregments
of TVWS. This paper proposes a comparison of both
architectures and demonstrates that FS-FBMC is rmoited
to dynamic spectrum reception.

The remainder of the paper is organized as follows.

. Section Il describes the principles of FS-FBMC canegl to

PN-FBMC receivers. Performance and analytical dexity
are then evaluated in Section Ill. Section IV diéms the
implementation of a FS-FBMC receiver on FPGA platfo
Complexity in terms of hardware resource usagehint
measured and compared. Section V concludes the.pape



II.  ARCHITECTURECOMPARISON BETWEENPPN-FBMC

AND FS-FBMC

In FBMC, a set of parallel data symbok(n) are
transmitted through a bank of modulated filterse Thoice of
the prototype filter controls the localization mreduency of the
generated pulse and provides better adjacent chigal@ge
performance in comparison to OFDM. Offset Quadeatur
Amplitude Modulation (OQAM) combined with Nyquist
constraints on the prototype filter is used to guntze
orthogonality between adjacent symbols and adjacamters
while providing maximum spectral efficiency. Contienal
implementations of FBMC or PPN-FBMC rely on casogdi
fast Fourier transform (FFT) with a polyphase netwto
reduce the computational complexity of the freqyenc
multiplexing-demultiplexing system to a value close
minimum [7].

Frequency sampling technique is usually appliedasign
the prototype filter. The duratioh, of the prototype filter is a
multiple of the size of the FFT,, so thatL=KN,. K is often
referred as the overlapping factor, i.e.: the numioé
multicarrier symbols which overlap in the time domdf the
channel delay spread is sufficiently low, equalaatmay be
efficiently performed with a complex coefficient a&ach
subcarrier since frequency variation within a swotel is
then small enough to be considered as flat fadiMigen the
channel exhibits longer responses, an oversampmedive
filterbank structure with per-subcarrier FIR egmefs can
restore the orthogonality of the subcarrier wavefof9]
(Figure 1). This approach also enables limitedtioaal time
delay and carrier frequency offset compensatioaddition to
channel equalization.

transmitter

receiver

Figure 1. FBMC transmitter and receiver based on PPN-FBMC

alternate on successive subcarrier frequencies and
successive transmitted symbols for a given sulmarfihis
guarantees orthogonality between adjacent carsierse the
coefficients of the prototype filter are real.
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Figure 2. FBMC transmitter based on the FS-FBMC Architecture

The output of the inverse FFT (IFFT) is convertebtigh
a parallel-to-serial conversion and is accumulatgth the
following IFFT output data block stream delayedNp§2. This
parallel-to-serial conversion is called overlap-andh. Once
the transient period is ovegK of the KN.IFFT output
samples are added together at any given time.

This transmission process is useful to understdral t
architecture of FS-FBMC receivers. The countermdirthe
overlap-and-sum operation of the transmitter is liding
window in the time domain at the receiver that fsl&N,-
point everyN,/2 samples. An FFT is then applied every block
of KN. selected points as depicted in Figure 3. A
synchronization process could ensure thatkhg-point FFT
is aligned to the most appropriate location in tiroe
alternatively frequency domain time synchronizatioay be
performed independently of the position of the HED]. In
the presence of channel distortion, equalization ttign
performed (Figure 4). Channel estimation and egattin
may be performed using Least Squares or Minimum riviea
Square Error estimators. One of the main benefit$%-

An alternative architecture called FS-FBMC has beer-BMC is that channel equalization may be constaditee a

recently proposed in [8][10]. This technique ispimed by the
frequency sampling technique used to design theéotyme
filter. With this process, the number of non-zeemsles in

one-tap complex-multiply operation while still saising
significant channel impulse response delay spread.

the frequency response is given B¢2K-1. For TVWS
applications,K=4 is a good compromise as it meets the
requirements set by the FCC [5]. In this case tleguency
domain pulse response coefficients are equal to:

Hy = 1;H, = 0.971960 = H_y;
H2 ﬁzH_z;H3=1_Hf=H_3

2

(1)

The prototype filtering is then implemented in the
frequency domain by increasing the transmitter BEE toK

KNc

(0]
S 0]
i )

Ne/2

Ne

KNc¢|

RxFFT

-

received]signal

Time KNc length FFT

Synchonization

times N, (or KN;). This is illustrated in Figure 2. OQAM

precoding imposes that real and pure imaginary sywdlues

Figure 3. Sliding window of the FS-FBMC receiver




The prototype matched filter is then applied at dloput
of the equalizer (in practice the matched filtetHe same as
the prototype filter because of the constraintsagsgal by the
proposed sampling technique).
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Figure 4. FBMC receiver architecture based on the FS-FBMC

When forward error correction is considered atRBMC
transmitter, log-likelihood ratio estimation shoud realized
at the receiver. The noise level is measured oh raquency
component (i.e.: on th€N, frequency subchannels instead of
averaged oveN-frequency channels). The calculation of the
LLR is thus further optimized for FS-FBMC.

As FFT is commonly available for FPGA targets, FS-
FBMC appears more straightforward to implement,less
control may be required compared to PPN-FBMC. Havev
this comes at a computational complexity overh@adfurther
understand the difference between approaches,farpance
comparison and a complexity analysis has beerzeshln the

Where L. is the number of taps in the channel impulse
responsefs is the sampling frequency ang are complex
coefficients following a Rayleigh distribution. Witthese
assumptions the channel delay spread for a divémequal to
LJ/Fs. The BER at the output of the receiver has been
simulated by averaging 10000 channel realizatiowsrasults
are shown in Figure 5.

TABLE I. PARAMETERS FOR COMPLEXITY ESTIMATION
Parameter Value
Number of Carriers, N 1024
Overlapping Ratio, K 4
Active Carriers, 512
PPN-FBMC, N 1
Results are given for simulation with perfect

synchronization, i.e.: the most appropriate aligninef the
FFT at the receiver. Under these assumptions, R8¢-B
performs on channels exhibiting much larger delpyead
levels than PPN-FBMC. Assuming a BER target of 20the
output of the Viterbi decoder, channels exhibitidglay
spreads up to 280 samples may be equalized by PBRMF
while this number goes up to 1000 samples for FSHEBIn
the considered scenario, this corresponds respictiv 18.1s
and 6%us. Furthermore, the same simulations are realiagd w
misalignment of the FFT at the receiver. In thisesathe
performance of the PPN-FBMC receiver collapses evhil
performance of the FS-FBMC is unaffected.

next Section.

A. Performance comparison

Performance of both PPN- and FS-FBMC architecthess
been evaluated by simulation using a set of pamsekerived
from LTE. This scenario considers 1024 carrierscefdaapart
by 15kHz and has been considered as adapted for IVW
operation in an 8MHz band [11]. The parameters ar
summarized in Table I. At the transmitter, data pne@cessed
through a convolutional encoder of rate %2 and cairgt
length 7 before being mapped on quadrature phage sh
keying (QPSK). At the receiver, data are fed thioug
demapping, log-likelihood ratio is estimated andpat is
finally decoded by soft output Viterbi algorithrm brder to
compare performance of both architectures agaihahreel

PERFORMANCE ANDCOMPLEXITY OF FBMC RECEIVERS

=

+— PPN perfect synchronization
—&— PPN offset synchro 256
PPN offset synchro 192
—<— PPN offset synchro 128
PPN offset synchro 64

"\ FS-FBMC perfect synchtonization
FS-FBMC offset synchro 256
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delay spread, Bit-error-rate (BER) performance thas been

evaluated in the absence of thermal Gaussian rsse@ming
perfect channel estimation. The BER performana®ispared
for various channel delay spread of lenghin time samples.
The channel impulse response has been defined as:
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Figure 5. Performance comparison PPN-FBMC vs FS-FBMC

While the FS-FBMC receiver is able to correct both
synchronization errors and channel distortion atsame time,
performance of the PPN-FBMC is significantly depemdon
the location of the FFT. A shift of 64 points ofetiFFT
reduces the maximum channel delay spread to 20@leam



The worst case is observed when the FFT is misadigoy The proposed complexity level is evaluated usirgggaime
more than 256 points; in this case, the targetoperdnce of set of parameters already considered for performaard
10° is not reached. This makes FS-FBMC receiversummarized in Table I. The complexity results aneemy in
particularly suitable when spectrum pooling is é¢desed. Table Il
Spectrum pooling consists of using the parallelreof the The analytical results show that the complexityF&MC
FBMC multiplex to switch off the subcarriers to &o in terms of real multiply operations is significhnliarger than
interfering with an in-band incumbent [5]. This fie@e has OFDM. For PPN-FBMC, 3.8 times more multiply opevas
been identified as essential for dynamic spectragess to are necessary at the receiver only. This overheld o
TVWS as it relaxes the flexibility constraints omdio  complexity is almost equally split between the pbigse filter
frequency hardware [6]. and the FFT. The equalizer is the least complex plathe
B. Complexity comparison r_eceiver. In the case of FS-FBMC, complexity is mtl_rran _10
) times the complexity of OFDM and FS-FBMC receiveRi8

Computational complexity of FBMC receivers can betimes more complex than PPN-FBMC receivers.
evaluated by calculating the number of real mutigilons

that are necessary to compute the reception ofcongplex TABLE . NUMERICAL COMPLEXITY COMPARISON
multicarrier symbol. This figure of merit may bengpared Complexit
between OFDM, PPN-FBMC and FS-FBMC. The number of Receiver o pComylexitycom —
real multiply operations necessary to achieve aptexnsplit- Architecture multiply D OREDM
radix FFT is given in [12] and equal to: OFDM 9220 1
Crrr = Nc(log,(N.) —3) + 4 1) PPN-FBMC 32776 38
Then assumin{y., active carriers out of the, carriers, the FS-FBMC 96312 104
complexity of the 1-tap equalizer for OFDM is givieyt
c — 4N @) With FS-FBMC architecture, this complexity overhead
Eq-OFDM ca comes mainly from the computation of the FFT. Femhore,
Therefore, the total complexity for the OFDM reeeivs ~When compared to OFDM, a significant part of thertread
given by: of FBMC comes from the oversampling by a facto2ofor
software implementations, this overhead is vennifigant.
Corpm = 4N¢q + Nc(log,(N.) —3) + 4 3) However, for parallel hardware implementations stah

é:PGA implementation, this metric may not reflectwately
implementation complexity as modules executing dhes
operations may share the same hardware resource.

For PPN-FBMC receivers, the polyphase structur
multiplies K-real coefficients with K-complex received
samplesN-times every times aN.-point FFT is processed. It ) L
is then followed by alN.-point complex FFT and an equalizer Furthermore operations suc_h as FFT are well opéithiior .
that consists of d\.tap complex filter. Since the OQAM FPG_A implementations, with FFT core modules being
process splits the complex multicarrier symbol oveo provided by FPGA vendors
multicarrier real/pure imaginary orthogonal symbaise IV. HARDWARE COMPLEXITY EVALUATION
overall complexity has to be doubled for compariseith
OFDM receivers. Therefore the complexity of the PFBMC ~ A. Hardware architecture
receiver is given by: Since hardware implementation complexity is notusately

reflected by analytical multiplication counts, thiection
Copn—reMc = 2 * (ZKNC 12’:_(2)523\16) B 3)> 4) provides actual evaluation based on an FPGA imphtatien.
etlca A flexible FBMC receiver based on the FS-FBMC atettiure

Finally, the complexity of FS-FBMC receivers may behas been implemented on a Xilinx Kintex-7 XC7K325T
evaluated. In this case, the size of the FFT isemed and FPGA on the T-FleX platform [13]. The hardware stare of
equal toKN.. The equalizer is applied ¢tN.+2(K-1) carriers  the implemented receiver is given in Figure 6. Bery and
and the frequency filter oM., carriers. Eq. (5) gives the time synchronization algorithms have been realizedhe

overall complexity of FS-FBMC receivers. frequency domain. The frequency domain processinth®
receiver combined with the high stop-band atteouatif the

KN, + (log,(KN.) —3) + 4 FBMC prototype filter provides a receiver architeet that

Crs_pame = 2 * +4(KNca +2(K — 1)) (5) allows burst-by-burst reception and flexible coofigtion of

active carriers and therefore particularly adapted the

+2(2K + DNeg considered TVWS scenatrio.
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Figure 6. Architecture of implemented FBMC Receiver

A digital front-end adapts the sampling rate usgdthe
ADC to the symbol rate at the input of the FFTKN.-FFT is
then performed at the receiver on the signal withaoy
regards of frequency or time synchronization. Agérency
domain synchronization module estimates the stérthe
transmission burst and the possible frequency ebefore
correcting the signal. The channel response is éstimated
in the frequency domain using information on thegpnble.
This process is used to generate the coefficiehts ane-tap
equalizer. Data are then equalized (the equalizgbimcess
also corrects time synchronization errors as detretes! in
Section 1ll) and filtered by the prototype filterefore
demapping. Log-Likelihood Ratios (LLR) of the regsd bits
are then estimated for soft Viterbi decoding of HfeC.

B. Implementation complexity of the FS-FBMC Receiver

The receiver has been mapped to a Xilinx KintexPiGRA
and resource usage is summarized in Table Ill. Resausage
of the FS-FBMC receiver is given in terms of SIRegisters
(Slice Regs), Look-Up Tables (LUTSs),

channel estimation and FBMC prototype filtering. a@hel
estimation, synchronization and demapping are ualngpst
half of the receiver resources (Figure 7).

TABLE III. HARDWARE RESOURCE UTILISATION OFS-FBMCRECEIVER
Resource utilization
Function ) RAM
Slice Regs LUTs DSP48E1 BLKs
FFT 6615 4394 19 35
Delay Line 292 170 0 68
Synchronization 6968 7435 38 3
Channel Estimation 13915 9718 49 12
Equ. And Demap. 11535 9433 38 7
FEC Decoder 2439 5493 1 8
Control 13206 13453 10 38
Total 54970 50096 155 171

The most significant amount of memory usage intoediu
by FBMC comes from the memory of the delay lineisTh
memory block along with the FFT memory block isieect

DSP  blocks consequence of the choice of architecture impleatiemt

(DSP48E1) and memory banks (RAM BLKs) used by theTvws requires a large amount of adjacent chanrjettien

different blocks of the design. Slice Regs correspto the
number of register cells used, while LUTs to theoam of

and therefore a relatively large overlapping ralibe amount
of data necessary to temporarily store is direptlyportional

combinatorial logic in the design. DSP48El cellse ar to the duration of the prototype filter impulsepesse.

combinatorial logic cells dedicated to multiplicati and
accumulation (DSP) operations. Without any particudffort
of design optimization, the receiver occupies tbss 25% of
the Xilinx Kintex-7 (XC7K325T) FPGA. This includethe
non-negligible overhead the flexible implementatives put
on the design: control is taking almost a quarfethe design
area (Figure 7). It is worth pointing out that thET, which
was analytically identified as the most complex mledf the
receiver, only consumes around 10% of the actuediver

Table IV compares resource utilization of FS-FBM@&hw
OFDM receivers. Digital logic occupancy is similahile
memory usage is significantly increased. In terrhgligital
logic, FBMC takes around 30% extra area in compari®
OFDM. However, memory usage is almost multiplied &y
factor of 4. This is directly proportional to theveslapping
ratio (K) of the FBMC prototype filter. The difference in
resource usage on the FPGA contrasts with the @iyl
ratio estimated in the previous section. This iplaxed by

FPGA implementation. A significant amount of memoryresource reutilization in the FPGA. Channel estiomtand

blocks have been assigned to the main delay linghef
receiver (Memory module on Figure 6). This memadigres
the FFT output symbols for frequency synchronizgtio

equalization (including LLR calculation) do not kcas much.
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TABLE IV. HARDWARE RESOURCE UTILIZATION:

COMPARISON: OFDM vs FS-FBMC RECEIVER
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