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Abstract—An opportunistic scheduling scheme that avoids the
interference that a primary multi-antenna Base Station (BS)
generates in the secondary single-antenna links of an underlay
cognitive radio network is proposed. In this scenario, the primary
BS applies a pseudo-random sequence of transmit beamforming
vectors to serve its users, which is known beforehand at the
secondary Receivers (RXs). Combining this information with the
estimated values of slow-varying channel gains, the secondary
RXs are able to identify the time instants where the signals
from the different transmit antennas of primary BS sum up
destructively in reception. Taking advantage of this information,
the secondary transmitters are able to delay their transmissions
until the interference coming from the primary BS is far from
its peak. Closed form expressions for the mean data rate of
the secondary link are derived for different SNR regimes. As
expected, the interference mitigation capability of the proposed
opportunistic scheduling scheme grows as both the SIR and the
activity period of secondary links decrease.

I. I NTRODUCTION

Cognitive radio has been introduced as a promising technol-
ogy to improve the use of radio spectrum, a precious natural
resource that is not always utilized efficiently [1]. In a cog-
nitive radio system, secondary (cognitive) transmissionsare
activated along with primary (licensed) transmissions, insuch
a way that primary transmissions are notsignificantlyaffected.
There are two well-known spectrum access models to protect
primary Receivers (RXs), namely Opportunistic Spectrum
Access (OSA) and Concurrent Spectrum Access (CSA) [2]. In
OSA model, also known as interweaved cognitive radio [3], a
secondary Transmitter (TX) utilizes the spectrum when it isnot
being occupied by a primary transmission. In CSA model, also
known as underlay cognitive radio [3], the power spectral mask
of secondary transmissions is enforced to keep the interference
towards primary RXs under control. The CSA model has many
practical applications, and can be used to describe the inter-
ference scenario that takes place in Device-to-Device (D2D)
communications underlaying macrocellular networks [4], [5].

Device-to-device communication paradigm has been re-
cently introduced within 3GPP for general Proximity Ser-
vices (ProSe), and first steps in LTE standardization have
been taken to integrate D2D communications into conventional
networks [6]. Though D2D scenarios are usually related to
direct user-to-user communication in public safety context and
social networking applications, Machine-to-Machine (M2M)
communications also provide a very attractive applicationarea
for D2D. Actually, M2M services are expected to be one of the

key drivers for traffic growth in cellular networks, with tens of
billions connected devices by year 2020 [7], [8]. Two scenarios
have been identified in [9] for M2M communications, involv-
ing the communication between M2M devices and server, and
the direct communication between M2M devices. Though the
latter scenario is closely related to D2D communications, the
main difference is that direct M2M services are expected to
take place between nomadic/static devices, and with infrequent
and delay tolerant data transmissions [10], [11].

In this paper we consider a large number of direct M2M
links and macro Base Stations (BSs) operating in the same
frequency band. This co-channel deployment is equivalent to
the CSA model for cognitive radio networks [2], [5], where
the interference from secondary M2M TXs to primary macro
RXs is controlled using low transmission powers. To tackle
the interference from the primary macro BS, an opportunistic
communication approach that exploits the delay tolerant nature
of M2M data is implemented. That is, secondary transmis-
sions are scheduled when the signals that arrive from the
different antennas of the primary macro BS are summed
up destructively at the secondary M2M RX. To induce the
variation of wireless channel gains in a proper time scale, we
assume that the primary macro BS applies a pseudo-random
sequence of Transmit Beamforming (TBF) vectors that is
known beforehand at the secondary M2M RXs. This enables
effective prediction of feasible transmission times, demanding
low-rate feedback overhead and making it possible to switch
to low-power consumption modes for the rest of the time.

The rest of the paper is organized as follows: Section II
introduces the system model and discusses the principles
of opportunistic interference-aware scheduling in secondary
M2M links. Section III derives closed form formulas to
characterize the interference mitigation capabilities ofthe pro-
posed opportunistic approach, while Section IV presents the
performance results and validates the analysis with numerical
simulations. Finally, conclusions are drawn in Section V.

II. SYSTEM MODEL

The general layout of our underlay cognitive radio network
is illustrated in Fig. 1. The network contains a fixed primary
BS serving a given number of primary Mobile Stations (MSs),
and a large number of secondary links that coexist with the
primary system using the same spectral resources. The primary
BS is equipped withM transmit antennas, while the primary
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Fig. 1. The underlay cognitive radio network comprises a primary BS with
M transmit antennas, and a large number of primary MSs and secondary M2M
links equipped with a single antenna. The primary BS applies pseudo-random
TBF vectors to serve its associated MSs. The secondary RXs know the
sequence of TBF vectors at the primary BS, and inform to the secondary
TXs those time instants with low co-channel interference (red dashed lines).

MSs and both secondary TXs and RXs are equipped with a
single antenna. The co-channel interference that the secondary
links introduce in the primary system is kept under control
restricting the maximum transmit power that the secondary
TXs are allowed to use. As a consequence, secondary trans-
missions do not affect the performance of the primary system
considerably. The main goal of the paper is to improve the
data rate performance of the secondary links, assuming that
the primary BS is active all the time, and that the secondary
links do not have to transmit data continuously.

A. Signal model for the secondary link

Consider that a generic secondary linkk is laid in the
coverage area of the primary BS. Then, its received signal
at Transmission Time Instant (TTI)i attains the form

rk[i] = hk,k sk︸ ︷︷ ︸
Desired signal

+(hp,k · w̃[i]) sp︸ ︷︷ ︸
Interference

+ nk︸︷︷︸
Noise

, (1)

wherehk,k is the direct channel gain in the secondary linkk,
hp,k ∈ C

1×M is the vector that contains the complex chan-
nel gains from primary BS antennas to secondary RXk,
w̃[i] ∈ C

1×M is the random TBF vector that primary BS
applies at time instanti, sk and sp are the transmitted
complex symbols of secondary TXk and primary BS, re-
spectively, andnk is zero-mean complex Gaussian noise
with power PN . In case of rich scattering and flat fad-
ing, elementshk,m = |hk,m|ejψk,m of channel gain vector
hp,k = (hk,1 . . . hk,M ) are described by zero-mean circularly
symmetric complex Gaussian Random Variables (RVs). That
is, module|hk,m| is Rayleigh distributed with unitary second
raw moment, and argumentψk,m is uniformly distributed in
the interval(−π, π].

B. Interfence-aware scheduling

To increase the achievable data rate in the secondary links,
transmissions should be scheduled in those TTIs where the
instantaneous-to-peak data rate ratio surpass a given threshold.
Scheduling strategy can be simplified replacing the data rates
with received SINR values, i.e.,

loge(1 + γ̃k[i])

loge(1 + γ̂k)
≈ γ̃k[i]

γ̂k
, (2)

where

γ̃k[i] =
γk,k gk,k

γp,k g̃p,k[i] + 1
(3)

and γ̂k represent the instantaneous and peak SINR at the
secondary RX, respectively. In (3),

γk,k =
Ptx,k

Lk,k PN
, gk,k = |hk,k|2, (4)

are the mean received SNR and the instantaneous channel
power gain between secondary TX and RX, while

γp,k =
Ptx,p

Lp,k PN
, g̃p,k[i] = |hp,k · w̃[i]|2, (5)

represent the mean received SNR and the equivalent post-TBF
channel power gain from the primary BS to the secondary RX.
In (4), Ptx,k and Lk,k are the transmit power and the path
loss attenuation in the secondary link. Similarly, in (5),Ptx,p

and Lp,k represent the transmit power and the path loss
attenuation of the link between primary BS and secondary RX.
It is important to highlight that approximation (2) becomes
particularly good at low SINR regimes.

Peak SINRγ̂k takes place when the interference coming
from the primary BS is low. Low interference at secondary
RX k is experienced when the random TBF vectorw̃[i] is far
enough from the beamforming configuration

ŵk = arg max
w∈W

|hp,k ·w|2, (6)

whereW represents the TBF codebook used at primary BS.
So, performance indicator (2) can be replaced by projection

κk[i] = |ŵk · w̃k[i]|2, (7)

and transmission in the secondary link can be scheduled
when κk[i] lies below a properly selected threshold (which
guarantees a desired period of activity in the secondary link).

C. Codebook-based random beamforming scheme

In a conventional Random Beamforming (RBF)
scheme [12], both amplitudes and phases of the signals
of each transmit antenna are varied over time continuously.
Overall channel tracking in this situation is done via a
common pilot signal, which is broadcast in downlink and
affected by a random TBF vector that should vary slowly
enough to enable an accurate estimation of instantaneous
channel condition in reception. In this situation, the RX needs
to update the estimation of the overall channel gain every time
the random TBF vector changes (i.e., everyTtti seconds).
This represents an excessive use of resources, particularly for



battery-driven nodes with fixed locations, deployed in mobile
communication environments with low mobility scatterers.

To cope with this problem, we take advantage of the large
coherence times (i.e.,Tcoh) of the channel to design a more
practical codebook-based RBF scheme. That is, instead of
tracking in reception fast varying overall channel gainsg̃p,k[i],
we consider that each secondary RXk first keeps track
of each slow varying individual channel gain from channel
gain vectorhp,k. After that, with the aid of (6), the RX
determines the element̂wk ∈ W that is closest to the
beamforming configuration. Finally, based on thea priori
knowledge of the sequence of pseudo-random TBF vectors
{w̃[i] : i = 1, . . . , ⌊Tcoh/Ttti⌋}, the secondary RX informs to
the secondary TX the indexes of the TTIs where projection
indicator (7) will be below a predefined thresholdκth. With
this precise information, both secondary TX and RX will
know in advance the time instants where transmission will be
scheduled in the secondary link, being in active state at those
moments and having the chance to switch to a low power
consumption mode to save energy the rest of the time.

The interference avoidance scheme that is proposed in this
paper assumes that pseudo-random TBF vectorw̃[i] is known
at secondary RXs for all time instantsi. Since valid TBF
vectors are forced to belong to a finite-size TBF codebookW,
this assumption is valid if the sequence of TBF vectors is either
explicitly informed from primary BS to secondary RXs, or
stored in the memory of secondary RXs beforehand. In the
former case, long-term signaling is needed in the initialization
of the interference avoidance scheme. In the latter case,
secondary RXs need to synchronize to the pseudo-random
sequence that the primary BS applies.

D. Feedback information characterization

Amplitude randomization leads to poor PA efficiency [12].
Therefore, we consider that the power per transmit antenna is
kept constant at the primary BS, and only the phases of the
signals applied in the different transmit antennas are randomly
changed. Phases of individual channel gains are uniformly
distributed in(−π, π]. Therefore, a uniform phase quantizer
is used to define the elementsw = (w1 . . . wM ) of TBF
codebookW as follows:

wm =
1√
M

ej
(2n−1)π

2N n = 1, . . . , 2N , (8)

whereN is the number of cophasing bits per transmit anten-
nas, which generate2N different quantized cophasing values
that randomize the phases of transmit antennas independently.

Let K be the set of all possible discrete values that projec-
tion indicatorκk[i] can take when botĥwk and w̃[i] belong
to TBF codebookW. The elements of setK and their cor-
responding probability of occurrence were studied in [13] for
N = 1, 2. Unfortunately, it is not easy to obtain general closed
form expressions whenN ≥ 3. To cope with this limitation,
in this paper we use a continuous approximation that works
asymptotically tight asM andN grow. This approximation
is based on previously derived results on Random Vector

Quantization (RVQ) beamforming [14], [15], and claims that
the Cumulative Distribution Function (CDF) of (7) verifies

Fκk
(x) ≈ 1− (1− x)M−1 0 ≤ x ≤ 1. (9)

Note that to apply this approximation, we have considered
that ŵk and w̃[i] are independent. The level of fitness of
approximation (9) will be studied in detail in Section IV.

III. R ATE PERFORMANCE ANALYSIS

To compute the mean data rate of a secondary link when
proposed opportunistic scheduling scheme that avoids inter-
ference based on projection (7) is implemented, the CDF of
the received SINR at secondary RX needs to be determined.
To achieve this goal, we first model the stochastic behavior of
the interference that primary BS generates on secondary RX.

A. Probability distribution function for received interference

In this section we determine the Probability Distribu-
tion Function (PDF) of the normalized overall interference
g̃p,k[i] = |hp,k · w̃[i]|2, when a transmission is scheduled in
the secondary link. Let us define∆k,m[i] = (ψk,m + φ̃m[i]),
where φ̃m[i] is the random phase that primary BS applies in
antennam at time instanti. Then, it is possible to expand

g̃p,k[i] =

(
M∑

m=1

|hk,m|√
M

ej∆k,m[i]

)(
M∑

m=1

|hk,m|√
M

ej∆k,m[i]

)∗

=
1

M

M∑

m=1

|hk,m|2 + 2

M

M∑

m1=1

∑

m2 6=m1

|hk,m1
|

× |hk,m2
|Re
{
ej(∆k,m1

[i]−∆k,m2
[i])
}
. (10)

Applying the expectation in the previous expression, it is
possible to observe that

E{g̃p,k} =
1

M

M∑

m=1

E{|hk,m|2}

+
2

M

M∑

m1=1

∑

m2 6=m1

E{|hk,m1
|}E{|hk,m2

|}

× E{Re
{
ej(∆k,m1

−∆k,m2
)
}
}

=
1

M

M∑

m=1

E{|h|2}+ 2

M
E
2{|h|}

×
M∑

m1=1

∑

m2 6=m1

E

{
Re
{
ej(∆k,m1

−∆k,m2
)
}}

= E{|h|2}+ E
2{|h|}(M E{κk} − 1)

= 1 +
π

4
(M E{κk} − 1). (11)

Based on this formula, there is always a positive lower bound
for the interference power at the secondary RX if primary
BS randomizes only the phases of transmit antennas; that
is, E{g̃p,k} → (1 − π/4) when E{κk} → 0. For further
interference avoidance capabilities, the TBF codebookW that
is used at the primary BS should also randomize the power
that is applied in each transmit antenna.



TABLE I. Fading figure of normalized interference under different working
regimes.

Period of Activity 20 % 40 % 60 % 80 % 100 %

M = 4
N = 2 0.90 0.90 0.97 1.04 1.00
N = 3 0.89 0.90 0.99 1.07 1.00
N = 4 0.86 0.94 1.02 1.08 1.00

M = 8
N = 2 0.95 0.98 1.02 1.09 1.00
N = 3 0.94 1.00 1.08 1.15 1.00
N = 4 0.94 1.03 1.11 1.17 1.00

Transmission in secondary linkk takes place whenever
κk[i] ≤ κth. In this situation, the conditional expected value
of κk when transmission is scheduled attains the form

E{κk|tx} =

∫ κth

0

x
fκ(x)

Fκ(κth)
dx

=κth−
∫ κth

0
Fκ(x)dx

Fκ(κth)

=κth−
κth − [1/M ][1− (1− κth)

M ]

1− (1− κth)M−1
. (12)

Plugging (12) in (11), the conditional expectation of the nor-
malized interferenceE{g̃p,k|tx} when transmission is sched-
uled is determined. Following a similar procedure, a closed
form expression for the conditional second raw moment
E{g̃2p,k|tx} can also be found. With these two statistics, the
fading figure for the normalized interference that secondary
RX k experiences reception, i.e.,

Fg̃p,k|tx =
E
2{g̃p,k|tx}

Var{g̃p,k|tx}
=

E
2{g̃p,k|tx}

E{g̃2p,k|tx} − E2{g̃p,k|tx}
, (13)

can be determined [16]. Based the fact that fading figure
takes values close to unity for different periods of activity
Pr{κk[i] ≤ κth}, see Table I, it is possible to claim that the
PDF of interferenceY = γp,kg̃p,k|tx can be approximated as

fY (y) ≈ λy e
−λy y y ≥ 0, (14)

with λy
−1 = E{Y } = γp,kE{g̃p,k|tx}. With this information,

we are now able to estimate the CDF for the received SINR.

B. Cumulative distribution function for received SINR

To model the stochastic behavior of the received SINR at a
secondary linkk, we consider RV

Z =
X

1 + Y
, (15)

assuming that RVsX andY are both independent exponen-
tially distributed RVs with mean

E{X} = γk,k, E{Y } = γp,k E{g̃p,k|tx}, (16)

respectively [17]. Then, with the aid of results of [18], it is
possible to show that the CDF of RVZ is of the form

FZ(z) =

∫ ∞

0

FX [z(t+ 1)] fY (t) dt

= 1− e−
z

E{X}

E{Y }

∫ ∞

0

e−t(
z

E{X}
+ 1

E{Y } ) dt

= 1− E{X} e−
z

E{X}

E{Y }z + E{X} z ≥ 0. (17)
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Fig. 2. Mean square error in proposed approximation for cumulative distri-
bution function of projectionκk[i]. Primary BS applies pseudo-random TBF
vectors from codebook designed forM transmit antennas andN phase bits
per antenna. Red line (circles):N = 2. Green line (squares):N = 3. Blue
line (diamonds):N = 4. Magenta line (triangles):N = 5.

Plugging expectations (16) in the previous formula, the CDF
for received SINR is obtained.

C. Mean data rate in the secondary link

By definition, the mean data rate in the secondary link is

Rk =

∫ ∞

0

log2(1 + γ)fγ̃k|tx(γ)dγ, (18)

or equivalently,

Rk = log2(e)

{[
loge(1 + γ)Fγ̃k|tx(γ)

]∣∣∣
∞

0

−
∫ ∞

0

Fγ̃k|tx(γ)

(1 + γ)
dγ

}
(19)

applying integration by parts. Combining the previous expres-
sion with the CDF derived in (17),

Rk = log2(e)α

∫ ∞

0

e−µ γ

(γ + α)(γ + 1)
dγ

= log2(e)
α

(1− α)

{∫ ∞

0

e−µ γ

(γ + α)
dγ −

∫ ∞

0

e−µ γ

(γ + 1)
dγ

}

= log2(e)
α

(1− α)

{
eαµE1(αµ)− eµE1(µ)

}
(20)

is obtained with the aid of definite integral formula (3.352.4)
of [19], where

α =
E{X}
E{Y } =

γk,k
γp,kE{g̃p,k|tx}

, µ =
1

E{X} =
1

γk,k
, (21)

andE1(x) =
∫∞

1
e−x t/t dt is the exponential integral func-

tion [20].
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Fig. 3. Mean data rate in secondary linkk as function of the period of activity. Primary BS applies pseudo-random TBF vectors from codebook designed
for M = 4 transmit antennasN = 3 phase bits per antenna. Transmission in the secondary link isscheduled whenever projectionκk[i] surpass pre-defined
thresholdκth (for target period of activity). Red dashed lines (circles): γp,k = γk,k. Green dashed lines (squares):γp,k = γk,k + 5 dB. Blue dashed lines
(diamonds):γp,k = γk,k + 10 dB. Solid black lines: Simulated values.

IV. PERFORMANCERESULTS

For illustrative purposes, Fig. 2 shows the level of fitness
that approximation (9) provides when modeling the actual
stochastic behavior of RVκk[i]. The level of fitness is mea-
sured in terms of the Mean Square Error (MSE), i.e.,

MSE=

∫ 1

0

|ǫ(x)|2dx=
∫ 1

0

∣∣∣Fκ(x)−
[
1−(1−x)M−1

]∣∣∣
2

dx, (22)

and is presented for different values ofM andN . As expected,
the accuracy of the proposed approximation increases as both
M andN grow. This is because the number of discrete values
that κk[i] can take increases in both cases, making the actual
staircase behavior ofFκk

(x) become more and more similar
to the one of the continuous approximation presented in (9).

Figure 3 shows the mean data rate that can be achieved
in the secondary link when the TBF codebookW of the
primary BS is designed forM = 4 transmit antennas and
N = 3 phase bits per antenna, according to the guidelines
presented in Section II-D. The sequence of pseudo-random
TBF vectors is known in advance at the secondary RX, and
is used to inform the secondary TX about the time instants
of low interference coming from the primary BS. Figure 3a
assumes that the mean SNR of secondary link isγk,k = 0 dB,
while Fig. 3b considersγk,k = 10 dB. Note that in an underlay
cognitive radio network, the former case is representativeof
a secondary link that is placed in the outer area of a primary
cell, while the latter case corresponds to a secondary link that
is situated in the inner part. Dashed lines present the estimated
values for the mean data rates for different mean interference
powers coming from the primary BS:γp,k = γk,k (circles),
γp,k = γk,k + 5 dB (squares) andγp,k = γk,k + 10 dB
(diamonds). In all cases, simulated values are presented with

solid lines, and are included to validate the closed form
approximation derived in Section III-C.

As expected, the interference avoidance capability of the
proposed opportunistic scheduling scheme increases as theSIR
of the secondary link decreases. This gain becomes even larger
when the SNR of the secondary link grows. The lower is
the period of activity that is required in the secondary link,
the larger is the gain that an opportunistic interference-aware
scheduling scheme is able to reap. The latter comparison is
done with respect to the scheduling scheme that is not aware
of interference, and whose mean data rate is equivalent to
the one obtained when the period of activity of the proposed
opportunistic scheduling scheme is100 %.

V. CONCLUSIONS

Interference-aware scheduling provides a good alternative to
avoid the peaks of co-channel interference that a primary BS
generates in the secondary RXs of an underlay cognitive radio
network. The proposed opportunistic scheduling scheme hasa
lot of applications in contemporary communication scenarios
and, among others, can be used to improve the performance
of direct M2M communications underlaying macrocellular
networks. Exploiting the infrequent and delay tolerant nature
of M2M data services, secondary transmissions were delayed
until the interference coming from the primary macro BS was
low enough. To induce larger variations of the instantaneous
interference power in a proper time scale, a pseudo-random
sequence of TBF vectors was applied at the primary macro BS.
Knowing the sequence in advance, the secondary M2M links
were able to determine feasible time instants to transmit data.
With the implementation of interference avoidance scheduling,
notable gains in terms of mean data rate were observed in the
secondary M2M links. As expected, this gain depended not



only on the SIR situation of the secondary links, but also on
the activity period of secondary M2M data services.
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