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Abstract—Cognitive radio (CR) systems require flexible and implementation is ideal for CR systems because they pro-
adaptive implementations of signal processing algorithmsAn  vide flexibility, where the parameters and the algorithme ar
adaptive symbol detector is needed in the baseband rece“’erchanged by software. However, the problem in DSPs is the

chain to achieve the desired flexibility of a CR system. This . . . . . .
paper presents a novel design of an adaptive detector as an'nabIIIty to achieve a high throughput, as their architeesu

application-specific instruction-set processor (ASIP). ie Aslp are fixed and not tailored for any particular algorithm. The
template is based on transport triggered architecture (TTA. The programmable architectures that are customized for a small

processor architecture is designed in such a manner that itan  set of algorithms can be the ideal choice for CR systems.
be programmed to support different suboptimal multiple-input e goftware-hardware codesign method, which is used for

multiple-output (MIMO) detection algorithms in a single TTA . .
processor. The linear minimum mean-square error (LMMSE) the programmable architectures. They provide not only the

and three variants of the selective spanning for fast enumer required flexibility for adaptive algorithms, but also a lnég

tion (SSFE) detection algorithms are considered. The detéon throughput than the pure software solutions. In this paper,
algorithm can be switched between the LMMSE and SSFE we present an implementation of an adaptive detector as a
according to the bit error rate (BER) performance requirement customized programmable processor.

in the TTA processor. The dgsign can be s.caled for different A daoti detector f ltiole-i i ltiole-outout
antenna configurations and different modulations. Some ofite n adaptive detector for muitipie-input. muflipie-outpu
algorithm architecture co-optimization techniques used lere are  (MIMO) system selects the detection mode based on the
also presented. Unlike most other detector ASIPs, high lete channel estimation. The idea was proposed by Onggosanusi
lgﬂr%l;?l?; irse US?ﬁmtgntF;fogLaemagh: tPfgCg:fggtéf dn;ﬁeér;hfg gme- al. [2]. The adaptive detector contains different detectoits wi
- ul . \Y \Y - H W H
49.48 Mbps ?hroughput at a clockp}requency of 200 MHz on 90 different complexities and bit error rat_e (BER.) _performemc
nm technology. The complex detectors are used for |II-co_n_d|t|oned chamne_zl
and the simple ones for good channel conditions. The detecti
|. INTRODUCTION algorithm is changed based on a metric computed from the
Cognitive radio (CR) systems have been proposed to effkannel matrix. This metric can be the condition number
ciently use the available radio-frequency spectrum. Ttacbaof the channel or the distribution of the channel correfatio
functions of the cognitive radio are the ability to sense tH@]. The linear minimum mean-square error (LMMSE) and
environment, the capacity to learn and the ability to adafitree variants of the selective spanning for fast enunmrati
within any layer of the radio communication system [1]. Th€SSFE) detection algorithms are considered. The LMMSE
adaptivity becomes more challenging for the physical layélters can be used when the channel condition is good or low
implementation in the mobile devices. The physical lay&orrelated channels. The SSFE forms a class of tree search
algorithms implemented for the mobile device are typicallglgorithms that provides a feasible implementation comiple
embedded in the printed circuit board (PCB) as fixed hardwdm@ moderately correlated channels [3].
accelerators. The fixed hardware implementations provigle h  The LMMSE and SSFE hardware implementations are at
data rate, use less logic gates and consume less power. ahmature stage and different implementations can be found
drawback of the fixed hardware implementation is that ih [4] and [5]. A unified hardware solution for both LMMSE
operates on a fixed set of parameters only and it is veapd SSFE is difficult to implement. Typically, for an adaptiv
difficult to modify the design in the future. Therefore, thaletector, the LMMSE and SSFE are implemented separately
hardware accelerators are not the best choice for CR systeand used with a multiplexer to change between the algorithms
where flexibility is a key requirement. To solve this flexityil when needed. We take different approach and design a unified
problem, it is possible to have different hardware acctédesa programmable processor that supports both the LMMSE and
to support different modes and different parameters, beit t8SFE realizations. The processor is based on the transport
PCB size can become too large to accommodate all ttriggered architecture (TTA) paradigm. TTA is a processor
accelerators. Another solution is to implement the adeptidesign philosophy where the programmer can control the
algorithms as software to program the digital signal preces internal data transports between different function uoitthe
(DSP) chip of the mobile devices. At first sight, the softwarprocessor [6]. Unlike the traditional processors, TTA exgsl
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the instruction level parallelism (ILP) by processing save channel matrixdH € CM*¥ is the channel coefficient from
instructions in a single clock cycle. The TTA based codesidhe nth transmit antenna to theth receive antenna.
environment (TCE) tool is used in this work to design the Soft detection is applied in the receiver to detect the
processor. TCE enables the designer to write an applicatibansmitted signal. The LMMSE and SSFE algorithms with the
with a high level language and design the target processor ispanning vectors [11111111],[11111222] and [11112228] ar
graphical user interface at the same time [7] [8]. The premes used for the detection. Those detection schemes are egglain
is programmed with C language to shorten the time-to-markat Section Il in more detail. Turbo coding is used as the
The processor achieves 4.88 - 49.48 Mbps throughput atoaward error correction (FEC) scheme.
clock frequency of 200 MHz on 90 nm technology. A similar scenario is simulated with a link level Matlab
The rest of the paper is organized as follows: In Section Bjmulator. SSFE and LMMSE detectors are applied toxa4
the system model is explained. The simulation parametets aystem. The modulation method used for both detectors are
the error rate figures are also presented. In Section Illjed bri6-QAM and 64-QAM. A 5 MHz bandwidth corresponding to
discussion of LMMSE, SSFE and their usage in the adaptis&2 OFDM subcarriers is considered. Each SNR point consists
detector is explained. Section IV presents the top level TTéf 3360 OFDM symbols. One OFDM symbol consists of 512
processor architecture and programming techniques. ltidBec subcarriers where 300 subcarriers are loaded with datahend t
V, the performance of the implementation and the discussioest are used as a guard interval. In the simulation, the lmobi
is presented. The conclusions are drawn in Section VI.  velocity is set to 3 kmph and the turbo decoder performs 6
iterations. The typical urban (TU) channel model with base
Il. SYSTEM MODEL station (BS) azimuth spread of 2 or 5 degrees is applied in

division multiplexing (OFDM) with N transmit antennas, Presented in Table I.

which are sending data over the channel, and receive TABLE |

antennas such tha&f > M. A layered space-time architecture SIMULATION AND CHANNEL MODEL PARAMETERS
with horizontal encoding is applied in the transmitter. Two . _
streams of data bits are encoded separately according to the Number of subcarriers 512 (300) active
. Channel coding Turbo Coding
3GPP Long Term Evolution (LTE) standard. The two streams Coding Rate 1/2
of the encoded data bits are interleaved and multiplexed ont Symbol duration 71.3% s
four antennas. The encoded bits are modulated to symbols c Cliymrg%(tmfaﬂon 36;#:
with quadrature amplitude modulation (QAM). Bit interleal/ Y Mgdulation 16 QAM'aﬁa 64 QAM
coded modulation (BICM) is applied and data is transmitted user velocity 3 kmph
over the channel via different antennas. A block diagram of Channel model TU
the system model is presented in Fig. 1 Number of paths o
y p 9.1 path delays [0 ... 2510] ns
path power [0 ... -20] dB
L ] BS azimuth spread 2/ 5°
1 eeoter | interteaver [ M:;T‘\:m oy - MS azimuth spread 35
| - L L - |y
The BER results of the above mentioned detectors are
/; ‘/T\ shown in Figs. 2 - 4. The detectors are simulated in an
e 8\:“";/) uncorrelated channel with 64-QAM are considered in Fig.
Ly - 2. It can be observed that the LMMSE and the SSFE with
w50 oe. ek | spanning vector [11111222] exhibit performance similar to
Decader [ interieaver [ P/5 petection | 1| |y each other. Therefore, the detector with the lowest conitglex
i.e. LMMSE, can be used. The SSFE [11111111] can be used
Fig. 1. The system model. if the BER requirement is relaxed.

In Fig. 3, the detectors are simulated for a moderately

The received signal is composed of the multiplication of theorrelated channel for 16-QAM and 64-QAM. For 64-QAM,
complex channel matrix with the transmitted symbol vectdsMMSE and SSFE [11111111] require a SNR beyond 30
distributed by additional white Gaussian noise caused by t4B which is impractical. Therefore, SSFE [11111222] and

channel. The received signglcan be represented as [11112223] have to be used for 64-QAM and a moderately
correlated channel. The same statement is true for SSFE
y—Hx+n (1) [11111222] and SSFE [11112223] for 16-QAM.

In Fig. 4, the detectors are simulated for a highly correlate
wherey € CM is the received signal vectox € CV is channel for 16-QAM. For 64-QAM, all of the detectors work
the transmit symbol vector and € CM is the circularly only beyond 30 dB. The LMMSE and SSFE [11111111]
symmetric complex white Gaussian noise vector with zeexhibit very high SNR requirements even for 16-QAM. There-
mean and variance?®. The (n, m)th component.,, ,, of the fore, SSFE [11111222] and SSFE [11112223] can only be



used for highly correlated channel with 16-QAM. The BEF
result is helpful to determine the algorithm to be used fc

the adaptive detector for a specific set of parameters. Mc %\Q%

simulation results can be found in [9].
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SR T “ * However, generally, these linear detectors do not perfdosec
to the optimal ML detectors. Equation (2) can also be solved
by constructing a spanning-tree. The spanning tree censfist
N+1 levels and in each level the several child nodes come
out from the father node depending on the constellation size
Different classes of tree search algorithms are proposggl in
E—— [10] performing near to the optimal detectors but are more

Q::\\“ﬂﬂ\ DA complex than the LMMSE or ZF detectors.
10 ‘\ﬁ\ \ —e—SSFE 11112223

\ﬂ\\\\\ \ A. Linear Minimum Mean Square Error
) 16-0AM \ The LMMSE detector minimizes the mean square error

. \\ between the transmitted signal vectorand the soft output

Fig. 2. Detector performance in an uncorrlated channel.

vectorx. The LMMSE detector can be calculated as

) \ \ W = (HYH + 0%1),) 'H". (3)

10
whereH € CM*Y denotes the channel matrix? denotes
noise variance and,; is the M x M identity matrix. The
o 2 2 . % 2 % output of the LMMSE detector can be calculated as
X = Wy. 4)

Fig. 3. Detector performance in a moderately correlatediobia
The inversion required in the above equation becomes quite

complex for higher number of antennas. Typically, the clehnn
[1l. DETECTION SCHEMES matrix H is QR decomposed into two partsHs= QR. Here

The function of the MIMO detector is to estimate thdd € C"*") denotes a unitary matrix arR € C(M>*M)
transmitted signal vector € C and to feed the soft output to 4€notes an upper triangular matrix. The QR decomposition
the decoder. Maximum likelihood (ML) detectors are optimd$ necessary for the tree search detection algorithms and th
detectors. The ML detector calculates the Euclidean distan INversion of an upper triangular matrix is simpler than asgen

between received signal and lattice pointsix and selects Matrix. S -
the closest lattice point. To find the closest lattice poing _ The QR decomposition is slightly modified for the LMMSE
ML detector selects that particular lattice point for whitte ~filter. The additive noise is taken into account by consiugri

Euclidean distance is minimum, i.e., an extended channel matr®t [11].
_ | H|_ | Q
s =arg min ||y~ Hx |3 ) H= LIN] QR = [QJ R )

ML detection algorithm is complex to implement as hard- Here, Q € CW+M)*N matrix is composed ofQ; €
ware. Therefore, some suboptimal detectors like LMMSE @™ *N) andQ; € CM*N) R € CNV*N denotes an upper
zero-forcing (ZF) are used instead of the optimal detectariangular matrix and invertible with less complexity.



The LMMSE detector is then obtained from, attention to these algorithms in this work, but other aldnis
can also be employed.

wW=R"'Q". (6)
B. Selective Spanning with Fast Enumeration . LMMSE
. . . . —/ \
SSFE is a breadth-first tree-search detection algorithmn tl  henmel oR > ¢ L
has a regular and deterministic dataflow which makes i a3 5% /l
suitable for programmable architectures. In a traditicned Y SSFE
Detector /»/

search algorithm, the number of child nodes that spans e
level depends on the constellation size. The most like

candidate nodes are kept and the rest are deleted in e Upjate
level. Therefore, the sorting and deleting process makes - (Periodic)
traditional tree search algorithm complex. The SSFE can
characterized with a spanning veciar = [m, mo, ...., my].
The spanning vector indicates the number of child nodes that  Fig. 6. Block diagram of a receiver with adaptive detector.
span from the parent node in each level. On the other hand the

nodes are never deleted. Therefore, the traditional gpatird

deletion is not present in the SSFE algorithm, which reduces V. TTA PROCESSOR FORADAPTIVE DETECTION

the algorithm complexity. A fixed point TTA processor is designed to support the
LMMSE and the three variants of SSFE algorithm. The QR
gt e decomposition and the detector selection logic implentama
& is not considered in this work. A part of the processor design
/,,_-//’/T T is illustrated in Fig. 7. For readability, the whole procass
A

% Q \K\( Level 4 is not given in the figure. The blocks in the upper part of
e S / the figure represent the function units and register files of
Q
\ /\

Selection

the processor. The black horizontal straight lines remtese
the buses of the processor. The vertical rectangular blocks

Level 3

\ /
r’(/ \ _ > / \’\ represent the sockets. The connection between functida uni
( OO OO 1€ O and buses is illustrated by black spots in the sockets.
T 1 1 f T The processor includes load/store unit (LSU), arithmetic
OO0 0O O Q9 O 6 logic unit (ALU), global control unit (GCU) and register file

Based on the resource requirements in the high level largguag
Fig. 5. Topology of the SSFE algorithm. more function units and register files are added.

The log-likelihood ratio (LLR) inputs are read from a first-

The topology of the SSFE search tree for a level updatefirst-out (FIFO) memory buffer by using the function unit
vector [1223] is shown in Fig. 5. The level update vectatalled STREAM. The STREAM units can read every input
indicates that three nodes are coming out from the parerg ns@mple in one clock cycle. Eight STREAM units are used to
at the root level. Therefore, level 4 has three candidathe. Tget the input LLRs simultaneously. The STREAM units are
next value of the level update vector specifies that two chiltsed to implement the sliding window technique that helps
nodes are connected to each parent node from level 4. In thedecode the input block in smaller parts parallely. One
end, there are 12 candidate nodes. A compromise betw&FREAM unit is used to write the output LLRs in the memory

the complexity and the BER performance can be achieved byffer.

carefully choosing the level update vector. A single cycle special function unit (SFU) slicer is designe
_ to accelerate the program execution. The slicer compares tw
C. Adaptive Detector values and returns constant values defined by the modulation

The block diagram of the MIMO baseband receiver withrder. The designed slicer SFU takes two inputs which are the
the adaptive detector is presented in Fig. 6. The detect@ue needed to be sliced and the number of nodes. The slicer
needs an estimate of the chanril which is obtained by has three outputs indicating that three best symbol catetida
the channel estimator. The output of the channel estimatwill be returned. In the real valued signal model, 16-QAM and
is fed to the detector selection block, which computes eithe4-QAM have four and eight symbol candidates respectively,
the condition number of the channel or the distribution dfut the level update vector used in this work restricts this t
the channel correlations, and selects the suitable detecth maximum of three candidates.
algorithm from these values. The detector selection is tggla One LSU unit is used to support the memory accesses. The
periodically and the detection algorithm is changed adogrd LSU units are used to read and write memory. The memory
to the channel condition. In Fig. 6, only the LMMSE andan be read in three clock cycles and can be written in a
the SSFE detection algorithms are shown as we restricted simgle cycle. The ALU unit is used to perform the basic
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Implemented processor with reduced number of fanctinits.

like shifting right or left are also included in the ALU. as,
power consumption, registers can be more expensive than the Throughput=
processor design. TABLE I
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Twenty five buses are used in the design. Several register
memory, but to meet the latency requirements register files
The processor is programmed with a high level language throucHPUT RESULTS FOR DIFFERENT DETECTION ALGORITHMS
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arithmetic operations like addition, subtraction etc. @piens the SSFE with a clock frequency of 200 MHz can be calculated
files are used to save the intermediate results. In terms of
are needed. A single Boolean register file is included in the
C. Macros are used to call the special function units. SSFE

with m = [11111111] is written without any loop in C. In each Modes | _Algorithm Clock Cycle | Throughput

) - . . 1 SSFE [1111111]] 97 49.48 Mbps
level only one symbol _Candldate and the euclidian dlstgsce i 5 TVIVISE 503 53.64 Mbps
calculated. The only difference between the SSFE variants i 3 SSFE [11111222 408 11.78 Mbps
the amount of input data and multiplications increase when 4 SSFE [11111223 982 4.88 Mbps

the tree goes to the next level. Therefore, the data needed fo

the next level is read beforehand in an earlier stage when thdt can be seen from Table Il that the processor takes
STREAM unit is idle. For example, The value of tfig8,8) Mmore clock cycles for SSFE [11111222] and [11112223].
is needed in the first stage and the valuesRif,7) and Theoretically, these two modes need a lot more calculation
R(7,8) are needed in the next stage. Therefore, after readfi@n LMMSE or SSFE [1111111]. For the SSFE methods, the
the R(8, 8) needed for the first stage, the next values are beifgt@ dependency in each level increases the number of clock
read with the same STREAM unit while the other operatiorf¥cles. Some of the operations during the algorithm exenuti

are being executed in parallel. In each level only one gjicirf2f€ summarized in Table Il.

operation is needed. Therefore, no parallel operationicérsl
is needed in this mode.

TABLE Il
NUMBER OF OPERATIONS

In case of SSEE with m = [11111222]and m = [1111222_3] Operation | [LIITITII] | LMMSE | [ITIT1222] | [IT112223]
the input data is read in the same way. Several slicing—app 58 173 318 544
operations are done in parallel with different SFUs using[ SLICER 8 0 47 69
marcos. Some of the loops are unrolled to avoid unnecessary _MUL 52 140 363 612

: STREAM o1 o1 o1 o1
calculations. TOW 7 7 5EE 138
It can be seen from (5) that LMMSE requires a matrix STW 3 65 72 184

inversion and matrix multiplication. The inversion of theper

triangular matrix,R is written in C following the algorithm  The number of addition operations does not only include
proposed in [12]. The nested loops are converted to singlg additions for the algorithm, but for several other psem
loops so that the compiler can easily parallelize the ofBTat |ike |0op indexing for the code. The number of multiplicatio
The slicer is not used in the case of LMMSE. is high for SSFE [11111222] and SSFE [11112223] as the
number of symbol candidates are also higher in these modes.
The higher number of memory accesses cannot be avoided
The designed processor takes 97 clock cycles to process with a processor that uses simple function units because the
symbol vector forl x 4 antenna configuration and 64 QAM forLSU has to continuously access tlie matrix or y vector.
SSFE with level update vector [11111111]. The throughput fahe euclidian distance calculation is also a recursive ggsc

V. RESULTS ANDDISCUSSION



Hence, the earlier euclidian distance needs to be stordukin t VIl. ACKNOWLEDGEMENT

memory alsc_). o _ _ _ This research was supported by the Finnish Funding Agency
A comparison with different other implementations is premr Technology and Innovation (Tekes), Broadcom Communi-
sented in Table IV. The results are normalized for the clogigtions Finland, Nokia Solutions and Networks (NSN) and

frequency of 200 MHz. In [3] and [13] the results areijinx.

presented for a2 x 2 antenna configuration based on a
software programmable solutions. As such, their throughpu
is lower than the implementations presented in this worle Thy1]
implementation presented in [14] provides a higher thrqugh
than this work. However, the architecture is fully optindze 2]
for that particular level update vector only. Furthermdre
processor is programmed with assembly language. The wol¥
presented in this paper provides comprehensive results wit
different level update vectors farx 4 with high throughput.
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