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Abstract—We consider the problem of sensing in the presence
of a desired signal in the context of future 3GPP LTE-A based
cognitive cellular systems employing multiple-input multiple-
output (MIMO) transmission. Energy detection (ED) based on
equal gain combining and beamforming are investigated. Receive
beamformers for energy detection (ED) are designed according
to the Neyman-Pearson criterion to maximize the probability
of detection for a given probability of false alarm. Suitable
suboptimum solutions to the maximization problem with a good
tradeoff between performance and complexity are identified.
Furthermore, we also formulate the likelihood ratio test (LRT) for
this scenario. Performance simulations indicate that a significant
performance gain is achieved in ED if the receive beamformer is
chosen properly.

I. INTRODUCTION

It has been well established in the literature that the fixed
spectrum allocation in traditional wireless systems results in a
low spectrum utilization. The quest to achieve a higher spec-
trum efficiency has driven the development of the cognitive
radio (CR) technology which opportunistically exploits the
unused resources of an existing system with fixed spectrum
allocation [1][2]. In the CR literature, the users of the fixed
spectrum allocation based system and the opportunistic users
of the CR system are referred to as primary users and sec-
ondary users or CR users, respectively, and the opportunistic
access is also referred to as dynamic spectrum access (DSA).
As a primary system is already existing, it is unaware of
the existence of the secondary users and hence the secondary
users must ensure that the interference to the primary system
stays below the acceptable level. However, future systems
may be designed according to a different paradigm, where
all users are CR users with equal or different priorities.
There are scenarios where DSA can be beneficial for cellular
networks. An example is the sharing of spectrum between
different cellular operators. Spectrum sharing is advantageous
as it enables a lightly loaded network to share a portion
of its spectrum with another operator who is in need for
additional resources. Such an arrangement has the potential
to improve both the spectrum utilization and the profitability.
A corresponding business model has attracted interest recently
[3][4][5]. In this work, we consider spectrum sharing in 3GPP
LTE-A systems [6].

Carrier aggregation (CA) is an important feature of LTE-A
that was introduced to enable very high data rates [6]. This
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is achieved by increasing the available bandwidth up to 100
MHz by aggregating up to five component carriers of 20 MHz
bandwidth each. Spectrum acquisition being highly capital
intensive to an operator, the increased capacity provided by CA
is beneficial only if there is a sufficient demand of the users.
Depending on the load, an operator could possibly use one or
more component carriers in a spectrum shared manner with
another operator. In [5] we have investigated the possibility
of spectrum sharing in LTE-A systems with CA where the
cross-carrier scheduling of LTE-A and sensing are identified as
key enablers. Here, cross-carrier scheduling allows the physical
downlink shared channels (PDSCHs) in a component carrier to
be scheduled by a physical downlink control channel (PDCCH)
of another component carrier. This helps to overcome one
of the important impediments in a spectrum shared operation
arising from the LTE-A control channel frame structure. In
LTE-A, the PDCCHs must be transmitted within the first three
OFDM symbols of a subframe and are spread across the
entire bandwidth. Transmitting PDCCHs by both operators on
the shared carrier would inevitably result in control channel
collisions. If one of the operators has another exclusive com-
ponent carrier, transmitting its PDCCHs via this carrier avoids
the control channel collisions. PDSCHs which are frequency
domain scheduled are not prone to such problems and are well
suited for a spectrum shared operation. Due to these reasons,
LTE-A is a suitable candidate for a spectrum shared operation.

Sensing is performed by the CR users to determine a
possible activity in a time-frequency resource. The possibilities
for the granularity of spectrum sharing in LTE-A and its im-
plications on sensing are discussed in [5], where the spectrum
sharing is classified into long-term sharing and short-term
sharing and the sensing is categorized into Type 1 sensing and
Type 2 sensing. Here, Type 1 sensing is performed before the
transmission to determine whether a spectral band is occupied
or not. The majority of the CR literature on sensing deals
with Type 1 sensing [7]. In Type 2 sensing, a user senses the
activity of the other users while its communication already
takes place. Type 2 sensing can be posed as a hypothesis
testing problem where the competing hypotheses are the ”serv-
ing cell signal + noise” (H

′
1) hypothesis and the ”serving

cell signal + interfering signal + noise” hypothesis (H2).
In this work, we consider Type 2 sensing in the short-term
spectrum sharing scenario of [5], where spectrum is shared
with the smallest possible granularity of a physical resource
block (PRB), which consists of 12 subcarriers and 14 OFDM
symbols and occupies a 1 ms×180 kHz slice of the time-
frequency plane. Recently, this problem of sensing in presence
of a desired signal has been addressed in [8][9]. In [8] the
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authors proposed zero-forcing beamforming by the secondary
base station towards idle secondary users who can then sense
as if there is no secondary signal. In [9] a multiple-input
multiple-output (MIMO) system is considered with pre- and
post-processing based on singular value decomposition (SVD)
of the channel matrix to decompose the system into parallel
subchannels. The transmit power, the sensing time and the
sensing threshold in each subchannel are optimized to maxi-
mize the CR throughput under a constraint for the probability
of false alarm and detection. These two approaches are not
directly applicable to LTE-A systems, because the transmission
modes and precoding are standardized and sensing must adhere
to these restrictions. Therefore, in [5], we have studied energy
detection (ED) and likelihood ratio test (LRT) for an LTE
system with single-input single-output (SISO) transmission.
In this paper, we extend our previous work to a multiple-
input multiple-output (MIMO) configuration. The main focus
is on energy detection. Even though energy detection requires
an accurate estimate of the noise variance, it remains popular
because of its low computational complexity. The additional
degrees of freedom provided by multiple receive antennas can
be exploited for improving the detection performance. We
extend the equal gain combining method of [10] for Type 2
sensing and develop a beamforming based energy detector. The
Neyman-Pearson (NP) criterion of maximizing the probability
of detection for a target probability of false alarm is used for
the beamformer design. Beamformers that provide significant
performance gains are identified. We also study the impact of
channel estimation errors on the various solutions. Finally, we
formulate the LRT for the MIMO scenario. We note that, even
though sensing is described in the context of spectrum sharing
between operators, such a capability may find use also in the
device to device (D2D) communication scenario in LTE-A.

The paper is organized as follows. Section II describes the
system model for the short-term sensing scenario. In Section
III the energy detectors based on equal gain combining and
beamforming, respectively, are formulated and analyzed. In
Section IV we state the likelihood ratio test, and simulation
results are presented in Section V. Section VI provides the
conclusion.

II. SYSTEM MODEL

Consider a spectrum sharing system with two 3GPP LTE-A
base stations, BS1 and BS2, belonging to two different network
operators as shown in Figure 1. The operators are expected to
have made certain agreements on spectrum sharing related to
pricing, time scale of sharing, amount of tolerable interference
caused to each other, etc. We study the downlink scenario
where sensing is performed by the user equipment (UE) or
dedicated sensing equipments installed by the operators. This
is a reasonable assumption because it is the UE which is
affected by downlink interference, and the base station is
usually not equipped with a downlink receiver. The sensing
result could be reported back to the serving base station via
uplink messaging which controls the sensing and reporting.
For example, the base station might instruct certain UEs to do
sensing on particular PRBs or subframes. It is also assumed
that the base station informs the selected UEs about whether
the PRBs or subframes to be sensed carry the base station’s
transmissions or not. This assists the UE to determine which
test to perform when the PRBs are not allocated for UE’s own

Fig. 1. Spectrum sharing between two base stations

transmission. If the serving cell’s signal is not present, the UE
performs the Type 1 sensing.

For the remainder of the paper, we consider Type 2 sensing
from the perspective of a BS2 user trying to detect the activity
of BS1. BS1 and BS2 are equipped with NT1 and NT2

transmit antennas and the BS2 user is equipped with NR

receive antennas. The sensing can be posed as the following
hypothesis testing problem.

H
′
1 : yk =

√
α2 H2x2k + nk; k = 1, 2, ..., N,

H2 : yk =
√
α1 H1x1k +

√
α2 H2x2k + nk; k = 1, 2, ..., N,

(1)
where yk = [y1k, ..., yNRk] represents the receive vector at
resource element k, entry ymk is the receive symbol at antenna
m, Hi denotes the channel matrix between the ith BS and the
UE composed of independent and identically distributed (i.i.d.)
complex Gaussian random variables with unit variance. xik is
the transmit symbol vector at resource element k of the ith BS,√
αi represents the large-scale propagation coefficient from

the ith BS, N is the number of resource elements considered
in sensing and n stands for additive white Gaussian noise
(AWGN) with zero mean and covariance matrix σ2

nI. For
simplicity, it is assumed that the transmit symbols of the ith
BS are independent in both antenna direction and resource
element index k and have an average symbol energy of Ex

NTi
.

The small-scale fading channel matrix Hi is assumed to be
constant across all the considered resource elements. This is a
reasonable assumption when the sensing is performed over a
PRB where the channel variations are expected to be low.

As the time scale of sharing in the short-term spectrum
sharing scenario is quite small, it is not possible to completely
turn off the base stations which are currently not active. In
LTE systems, when the base station is on, it is required to
transmit different channels such as common reference channels
(CRS), control channels, synchronization channels etc. even
though the PDSCHs are not loaded. Since Type 2 sensing is
intended to detect an activity of the PDSCH in a PRB, only
the resource elements corresponding to the PDSCH should
be included in the sensing process. Also, since the reference
signals from both base stations are always on, it is possible to
estimate their channel states. The channel state of the serving
cell (BS2) is needed in any case for data decoding. Thus,
we assume the availability of channel state information in the



following discussions. It should also be noted that the inter-
cell interference coordination (ICIC) and enhanced ICIC in
LTE-A can be made use of in the spectrum sharing if there is
an X2 interface between BS1 and BS2. It is not clear if such
an exchange is possible between different operators. Even if
it is possible, sensing would supplement in achieving a higher
flexibility as information exchange over X2 can happen only
every 20 ms which is a time span already comprising 2000
PRBs in each 20 MHz carrier [6]. Also, if a cognitive operation
is desired in a D2D scenario, sensing would be the only option.

The sensing/detection performance is characterized in
terms of the probability of false alarm (Pf ) and the probability
of detection (Pd) [11] defined as

Pf = P (Decide H2|H ′
1 True) (2)

Pd = P (Decide H2|H2 True). (3)

III. ENERGY DETECTION

A. Energy detector with equal gain combining (ED-EGC)

EGC is designed similar to [10], but applied for distin-
guishing between H

′
1 and H2, and is given by

e1 =
2

σ2
n

N∑
k=1

NR∑
m=1

|ymk|2

Decide H2 if e1 > tEGC .

(4)

Given
√
α1 H1,

√
α2 H2, x1k and x2k, the PDFs of

ymk under H
′
1 and H2 are CN (

√
α2 h

T
2mx2k, σ

2
n) and

CN (
√
α1 h

T
1mx1k+

√
α2 h

T
2mx2k, σ

2
n) respectively, where him

is the mth column of HT
i . Thus, the energy e1 involves the

sum of 2NNR real and independent squared Gaussian random
variables. Hence the PDF of e1 under both hypotheses is a
non-central chi-square PDF χ2

ν(λ) with ν = 2NNR degrees
of freedom but different non-centrality parameters λ = λ1 and
λ = λ2, respectively [13, Eq. 2.1.117-124].

H
′
1 : e1 ∼ χ2

ν(λ1) (5)

where λ1 =
2

σ2
n

NR∑
m=1

N∑
k=1

|√α2 h
T
2mx2k|2

≈2α2NEx

σ2
nNT2

NR∑
m=1

hH
2mh2m

H2 : e1 ∼ χ2
ν(λ2) (6)

where λ2 =
2

σ2
n

NR∑
m=1

N∑
k=1

|√α1 h
T
1mx1k +

√
α2 h

T
2mx2k|2

≈2NEx

σ2
n

NR∑
m=1

α1h
H
1mh1m

NT1
+

α2h
H
2mh2m

NT2
.

For large degrees of freedom, χ2
ν(λ) can be approximated by

the Gaussian PDF, N (ν+λ, 2(ν+2λ)). Given a channel state√
α2 H2, a false alarm occurs when the energy exceeds the

threshold tEGC and the corresponding probability is given by

Pf (tEGC |√α2 H2) = P (e1 > tEGC |√α2 H2, H
′
1) (7)

= Q

(
tEGC − (ν + λ1)√

2(ν + 2λ1)

)
,

where Q(·) is the Q-function. The threshold for a target false
alarm probability of δ is obtained from (7) as

tEGC = Q−1(δ)
√

2(ν + 2λ1) + (ν + λ1). (8)

The probability of detection for the channel states
√
α1 H1

and
√
α2 H2 is given by

Pd(tEGC |√α1 H1,
√
α2 H2) = Q

(
tEGC − (ν + λ2)√

2(ν + 2λ2)

)
. (9)

B. Energy detector with beamforming (ED-BF)

In the energy detector with beamforming, detection is
performed after linearly combining the receive symbols from
the different antennas. The detector is formulated as follows:

rk = wHyk (10)

e2 =
2

σ2
nw

Hw

N∑
k=1

|rk|2 (11)

Decide H2 if e2 > tBF .

It can be observed that, given the channel
matrices and symbol vectors, rk is distributed as
CN (

√
α2w

HH2x2k, σ
2
nw

Hw) and CN (
√
α1w

HH1x1k +√
α2w

HH2x2k, σ
2
nw

Hw) under the hypotheses H
′
1 and H2,

respectively. Thus, it can be seen that e2 is the sum of squares
of 2N real and independent Gaussian random variables of
unit variance and non-zero mean. Hence e2 is non-central
chi-square distributed with u degrees of freedom, u = 2N ,
but different non-centrality parameters, λ = λ3 and λ = λ4,
respectively.

H
′
1 : e2 ∼ χ2

u(λ3) (12)

where λ3 =
2

σ2
nw

Hw

N∑
k=1

|√α2w
HH2x2k|2

≈ 2α2NEx

σ2
nNT2wHw

wHH2H
H
2 w

H2 : e2 ∼ χ2
u(λ4) (13)

where λ4 =
2

σ2
nw

Hw

N∑
k=1

|√α1w
HH1x1k+

√
α2w

HH2x2k|2

≈ 2NEx

σ2
nw

Hw

(
α1w

HH1H
H
1 w

NT1
+

α2w
HH2H

H
2 w

NT2

)
.



As in (8), the threshold for a target probability of false
alarm of δ is calculated from the Gaussian approximation as

tBF = Q−1(δ)
√

2(u+ 2λ3) + (u+ λ3). (14)

The probability of detection is given by the probability that
the energy exceeds the threshold under hypothesis H2, which
is the right tail probability of energy under hypothesis H2. For
the threshold in (14), the probability of detection is given by

Pd(tBF |√α1 H1,
√
α2 H2) = Q

(
tBF − (u+ λ4)√

2(u+ 2λ4)

)
. (15)

For a given δ,
√
α1 H1 and

√
α2 H2,

Pd(tBF |√α1 H1,
√
α2 H2) is a function of the beamforming

vector w. According to the Neyman-Pearson criterion
the optimum choice of w is the one that maximizes
Pd(tBF |√α1 H1,

√
α2 H2) under fixed Pf . Since the

Q-function is a monotonically decreasing function, the
maximization of the Q-function is equivalent to the
minimization of the argument of the Q-function. After
substituting the values from (12), (13) and (14), the design
problem for w can be formulated as follows

min
w

Q−1(δ)2

√
N +

2Nα2ExwHH2H
H
2 w

σ2
nNT2w

Hw
− 2Nα1ExwHH1H

H
1 w

σ2
nNT1w

Hw

2

√
N + 2NEx

σ2
nwHw

(
α1wHH1H

H
1 w

NT1
+

α2wHH2H
H
2 w

NT2

) .

(16)

The above problem can be converted to an equivalent
problem. For this, we observe the fact that the solutions are not
affected by scaling. That is, w = w0 and w = cw0, for any
complex constant c, achieve the same probability of detection.
Hence, any solution can be normalized to unit norm and the
problem (16) is equivalent to

min
w

Q−1(δ)2

√
NwHw+

2Nα2ExwHH2H
H
2 w

σ2
nNT2

−2Nα1ExwHH1H
H
1 w

σ2
nNT1

2

√
NwHw + 2NEx

σ2
n

(
α1wHH1H

H
1 w

NT1
+

α2wHH2H
H
2 w

NT2

)
subject to wHw = 1.

(17)

It is not easy to obtain the global minimum of (17). In order
to identify suboptimal solutions, the terms are rearranged and
the problem is expressed as

min
w

Q−1(δ)2

√
2Nα1Ex
σ2
nNT1

wH

(
σ2
nNT1I

2α1Ex
+

α2NT1H2H
H
2

α1NT2

)
w

2

√
2Nα1Ex
σ2
nNT1

(
wH

(
σ2
nNT1I

2α1Ex
+

α2NT1H2H
H
2

α1NT2

)
w+wHH1H

H
1 w

)

−
2Nα1ExwHH1H

H
1 w

σ2
nNT1

2

√
2Nα1Ex
σ2
nNT1

(
wH

(
σ2
nNT1I

2α1Ex
+

α2NT1H2H
H
2

α1NT2

)
w+wHH1H

H
1 w

)
subject to wHw = 1.

(18)

Finally, the problem can be put in the form

min
w

Q−1(δ)

√
1

1 +R(w)
−

√
Nα1ExwHH1HH

1 w

2σ2
nNT1

√
R(w)

1 +R(w)

subject to wHw = 1,
(19)

where

R(w) =
wHH1H

H
1 w

wH
(

σ2
nNT1I
2α1Ex

+
α2NT1H2HH

2

α1NT2

)
w
. (20)

In this work, we do not solve for the global minimum of
(19). However, suboptimal solutions that provide a reasonable
performance gain are identified from (19). R(w) ≥ 0 holds as
R(w) is the ratio of quadratic forms with a positive semidefi-
nite matrix and a positive definite matrix, respectively. For x ≥
0, functions

√
(1 + x)−1 and

√
x(1 + x)−1 are monotonically

decreasing and monotonically increasing, respectively. This is
true because the square root is a monotonically increasing
function, d

dx (1+x)−1 = −(1+x)−2 < 0 and d
dxx(1+x)−1 =

(1 + x)−2 > 0. Thus, maximizing R(w) subject to the con-
straint achieves the global minimum of the first term of the cost
function. The second term of the cost function is the product of
two terms. The second term of this product is also maximized
by maximizing R(w). Maximization of the first part of the
product requires maximizing the quadratic form wHH1H

H
1 w.

Since wHH1H
H
1 w is the numerator of R(w), the solution

which maximizes R(w) will have a non-zero component in

the column space of H1H
H
1 . If

σ2
n

2 � α2Ex

NT2
, referred to

as the low signal-to-noise ratio (SNR) regime, the effect of
wHH2H

H
2 w in the denominator of R(w) is negligible and

the solution of maximizing R(w) approaches the one that
maximizes wHH1H

H
1 w. This solution approaches the global

optimum. If
σ2
n

2 � α2Ex

NT2
, referred to as the high SNR regime,

the influence of wHH2H
H
2 w becomes significant and it is not

possible to simultaneously maximize both terms of the product
in the second term of the cost function. However, maximizing
wHH1H

H
1 w is also a reasonable option, as it is also the

numerator of R(w). In the low SNR regime, this approach
and maximizing R(w) provide similar performance. If the
knowledge of H1H

H
1 is not available, a pragmatic solution is

that minimizing wHH2H
H
2 w. This can provide a reasonable

performance in the high SNR regime as it tends to increase
the value of R(w), especially if H2H

H
2 has a zero eigenvalue,

which is guaranteed if NR > NT2.

Maximization of R(w) subject to wHw = 1 is the
well-known maximum generalized Rayleigh quotient prob-
lem and the solution, denoted as wMRQ, is the eigenvec-
tor corresponding to the largest eigenvalue of the matrix(

σ2
nNT1I
2α1Ex

+
α2NT1H2H

H
2

α1NT2

)−1

H1H
H
1 . The solution that max-

imizes wHH1H
H
1 w subject to wHw = 1, denoted as wME1,

is the eigenvector corresponding to the largest eigenvalue of
H1H

H
1 . wME2 minimizes wHH2H

H
2 w subject to wHw = 1

and is equal to the eigenvector corresponding to the smallest
eigenvalue of H2H

H
2 . Finally, we note that the detection

probability can be further improved by increasing N .



IV. LIKELIHOOD RATIO TEST

For given channel states, the LRT maximizes the probabil-
ity of detection for a fixed probability of false alarm [11][12].
The test is based on the ratio of joint PDFs of samples
y = [yT

1 , ...,y
T
N ]T under H

′
1 and H2 and is given by

L =
p(y|H2)

p(y|H ′
1)

(21)

Decide H2 if L > t.

Given the modulation signal set X2m of BS2 and the channel
state, the received vectors yk under H

′
1 have a multivariate

complex Gaussian mixture PDF,

p(yk|√α2 H2,X2m, H
′
1) =

∑
x2i∈XNT2

2m

P (x2i)fn(yk −√
α2 H2x2i)

(22)

=
1

|X2m|NT2

∑
x2i∈XNT2

2m

fn(yk −√
α2 H2x2i),

where fn(u) = 1
(πσ2

n)
NR

exp(−uHu
σ2
n
) is the PDF of n ∼

CN (0, σ2
nI) and |X2m| represents the cardinality of X2m.

Using the fact that in LTE the transmission format does
not change within a PRB and assuming independent symbols,
the joint probability density can be written as

p(y|√α2 H2,X2m, H
′
1) =

N∏
k=1

p(yk|√α2 H2,X2m, H
′
1).

(23)
Typically, UEs are only aware of modulation formats of their
own data. Hence, when UEs are sensing PRBs which are not
carrying their data, the modulation format is unknown. Thus
the modulation format is unknown in general and the final joint
PDF is obtained by averaging over all M possible modulation
formats,

p(y|H ′
1) =

1

M

M∑
m=1

N∏
k=1

p(yk|√α2H2,X2m, H
′
1). (24)

Similarly, under H2 we obtain

p(yk|√α1 H1,
√
α2 H2,X1m,X2l, H2) =

1

|X1m|NT1 |X2m|NT2

(25)

×
∑

x1i∈XNT1
1m ,x2j∈XNT2

2l

fn(yk −√
α1 H1x1i −√

α2 H2x2j)

where X1m is the modulation symbol set of BS1. Finally,
averaging over the different modulation formats, we obtain,

p(y|H2) =
1

M2
(26)

×
M∑

m=1

M∑
l=1

N∏
k=1

p(yk|√α1 H1,
√
α2 H2,X1m,X2l, H2).

We choose M = 3 with Xr1 = 4QAM, Xr2 = 16QAM and
Xr3 = 64QAM, r ∈ {1, 2} for the system under investigation,
since these are the most relevant modulation formats for LTE.

V. PERFORMANCE RESULTS

Simulations have been performed to compare the different
methods. All the results have been averaged over 2000 small-
scale fading channel realizations. We choose NT1 = NT2 = 1,
NR = 2 and Ex = 1. Assuming an approximate overhead of
29% from control channels and reference signals, and taking
into account that sensing is performed over a single PRB a
value of N = 120 is chosen. Simulations are performed under
the signal-to-interference ratio (SIR) and SNR conditions of
(α1

α2
= −6 dB, α2

σ2
n
= 10 dB) and (α1

α2
= −6 dB, α2

σ2
n
= 0 dB).

The performance of detectors is captured by the receiver
operating characteristics (ROC) curve which is the probability
of detection depicted versus the probability of false alarm [11].
Figure 2 provides the ROC for the different methods under
perfect channel estimation. For α2

σ2
n
= 10 dB, the LRT performs

best and achieves nearly 100% detection probability at a false
alarm probability of 10%. Even though the LRT is of huge
complexity, it serves as a useful benchmark for performance
comparisons. In ED, the wMRQ solution performs best with
Pd = 97% at Pf = 10%. The wME2 solution performs close
to wMRQ and is slightly better than the wME1 solution at low
values of Pf . All the beamforming methods outperform the
EGC method in this setting. For α2

σ2
n
= 0 dB, the LRT performs

better than the energy detectors for Pf ≥ 10%. wMRQ is
slightly better than the LRT at Pf = 5%. This is due to the fact
that the LRT discussed here does not use a channel dependent
threshold which maintains the target false alarm probability at
every channel state. Calculation of such a threshold requires
the knowledge of the PDF of the likelihood ratio under the
hypothesis H

′
1. This is not pursued in this paper. However,

the threshold that guarantees a target average probability of
false alarm can be easily obtained from simulations. For the
energy detectors, the thresholds computed using (8) and (14)
maintain the target false alarm probability at every channel
state. Among energy detectors, there is a significant gain for
both wMRQ and wME1 compared to wME2 and the EGC. This
is expected as the conditions become closer to the low SNR
regime. For comparison, the performance of a single antenna
ED is also shown, which is considerably worse when compared
to the multi-antenna energy detectors.

To study the impact of channel estimation, we adopt an
AWGN error model. Let [A]m,n denote the element at the
mth row and the nth column of a matrix A and Hik denote
the channel matrix, at resource element k, with respect to
the ith BS. The estimate of the value [Hik]m,n is modeled as
[Hik]m,n = [Hi]m,n + vk,m,n, where vk,m,n ∼ CN (0, σ2

nmse,i)
and σ2

nmse,i is the normalized mean square error of the es-
timator. vk,m,n is assumed to be independent in k, m and
n directions. The normalized mean square error is com-
puted based on the CRS-LS curves of [14] for ITU PedB
and a speed of 0 km/h. Specifically, the normalized mean
square error follows log(σ2

nmse,i) = − SINRi(dB)
10 − 0.26, where

SINRi(dB) = 10 log
(

αi

α1+α2+σ2
n−αi

)
. The beamforming vec-

tors are computed by replacing the parameters, HiH
H
i , by their

estimates ̂HiHH
i , obtained as ̂HiHH

i = 1

N

∑N

k=1
HikH

H
ik .

Similarly, for EGC, the parameter involved in (8) is estimated
as 1

N

∑N

k=1

∑NR

m=1
hH
2m,kh2m,k, where h2m,k is the mth column

of the estimated channel matrix HT
2k. However, due to estima-

tion errors, the thresholds computed from (8) and (14) cannot
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Fig. 2. Receiver operating characteristics with ideal channel estimation.

ensure the target false alarm probability at every channel state
and hence cannot meet the target average probability of false
alarm. To be able to achieve a desired false alarm probability,
we modify the threshold calculation as tEGC = t1 + (ν + λ1)
and tBF = t2+(u+λ3). In [5], under ideal channel estimates,
the performance loss incurred from adopting such a threshold
was shown to be negligible for practical values of target false
alarm probabilities. In the presence of estimation errors, the
values of t1 and t2 for a desired average false alarm probability
can be easily found from simulations. A mathematical analysis
of the same is left for a future study. Figure 3 provides the ROC
in the presence of channel estimation errors while employing
the modified threshold. The detection probability of all the
schemes suffers from a loss due to estimation errors. For
α2

σ2
n

= 10 dB (SINR1 = −6.4 dB and SINR2 = 4.5 dB) the

performance loss at Pf = 10% for the different schemes is less
than 0.1. wMRQ performs best in this setting. wME2 performs
better than wME1 because the estimation error in the serving
cell channel is much lower than that of the other cell channel.
At the low SNR setting of α2

σ2
n
= 0 dB (SINR1 = −9 dB and

SINR2 = −0.9 dB) the estimation errors in both serving cell
channel and other cell channel increase when compared to that
of the high SNR setting, with the serving cell channel suffering
the larger increase. As a result wMRQ and EGC suffer a loss
of nearly 0.15 at Pf = 10% and wME1 performs better than
wMRQ.

VI. CONCLUSION

We have studied the problem of sensing in the presence
of a desired signal using multiple receive antennas in the
context of LTE-A systems. Energy detectors based on equal
gain combining and beamforming are analyzed. The optimiza-
tion problem for the design of beamformers is developed
and suboptimal solutions are identified. The behavior of the
different beamformers under the low and high SNR regimes
are analyzed. It is shown that the beamforming based detectors
achieve a significant performance gain compared to the equal
gain combining based detector under ideal channel estimates
as well as realistic channel estimates. It is also shown that a
reasonable detection performance can be obtained even with a
realistic channel estimation.
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Fig. 3. Receiver operating characteristics with channel estimation errors.
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