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Abstract—The requirement for secondary spectrum usage is
the control of secondary generated interference to the prirary
system. The generated interference from different types of
secondary networks can be controlled by adjusting differen
parameters. The carrier sensing threshold can be used as ame
mon parameter to control the density of active secondary uss
in wireless networks with contention control thereby enabing
primary system protection. In this paper, we propose a methd to
set the carrier sensing threshold in secondary wireless nabrks
with finite user density and finite deployment area. Based on
the secondary user density, we first find the required distane
separation among secondary transmitters so that the primay
system service is protected. Given the distance separatiowe set
the carrier sensing threshold by computing the self-interérence
at a secondary user. Our method is illustrated for Matern type Il
and Matern type Ill point processes for modelling the locatons of
active secondary users due to the resemblance of these preses
to CSMA/CA type of contention control.

I. INTRODUCTION

transmissions [5]. This is accomplished by controlling the
minimum distance separation among active nodes.

The density of secondary transmitters is a key factor to
determining the interference generated to the primaryegyst
As a result, secondary contention control can also be used as
a method to control the generated secondary interfererjce [6
The quality of the primary system service can be maintained
through proper selection of the minimum separation diganc
among the secondary transmitters.

The set of active nodes in networks with contention con-
trol is conventionally modelled by a Matern hard-core point
process (MPP) [7]-[10]. A MPP is obtained by thinning a
Poisson point process (PPP). There are different types &fVIP
distinguished based on the rule that governs the selecfion o
effective points i.e. the points that survive the thinnirighe
PPP. The probability that a point of the PPP is retained and
becomes effective is highest for MPP type Il and lowest for
MPP type | [11]. While the retaining probability in MPP type

A secondary spectrum using system is allowed to accasgnd MPP type Il is available in closed-form, no results exis
the primary spectrum under the requirement that the qualiy far for the retaining probability in MPP type 111 [9].
of the primary system service remains satisfactory. Thédityua The hardcore distance (HCD) of a MPP essentially models
of the primary service can be maintained if the generatege carrier sensing (CS) range. In practical networks, tBe C

secondary interference is controlled under specific ptatec

range is controlled by tuning the CS threshold. In the exgsti

limits. Recently, the geo-location database has been peaboliterature, one can find algorithms for setting the CS thotsh

as a method to coordinate secondary spectrum access Within a single network, see for instance [12] for a method to
Based on the protection criteria of the primary system, thgne the CS threshold in order to achieve a balance between
geo-location database can control some operational péeesnespatial reuse and datarate. Implementing interferenceaian

of secondary system, enabling interference control.

a primary-secondary system setup by tuning the CS threshold

Cellular and WiFi systems have been proposed as maias not received much attention in the existing literatuw§s]
candidates for secondary spectrum access [2]. Their gertte impact of CS range on the interference generated to the
ated interference to the primary system can be controlledimary system is identified. However, there is no proposed
by adjusting different parameters. For a cellular systdm, talgorithm neither for setting the CS range so that the pymar
reuse distance can be adjusted to control the number sgbtem is safely protected nor for mapping the CS range to a
simultaneous secondary transmissions. For WiFi systertts WCS threshold.
random access, adjusting the activity factor could be a wayin this paper, we propose a method in order to set the CS
to manage the generated interference. For fixed and knothreshold in a cognitive radio network with finite user dépsi
locations as in cellular downlink and for Aloha random asgesfinite deployment area and contention control. The MPP type |
there are widely accepted approximations for the distisbut and MPP type Il are used to model the locations of secondary
of aggregate interference in slow fading, see for instaBe [transmitters due to their resemblance to CSMA/CA type of
[4]. contention control in wireless networks. In order to protec

Without contention control, nodes close to each other céime TV system, we identify an upper bound for the density
transmit simultaneously. This behaviour may be undesralif secondary transmitters by setting appropriately the HCD
because the interference generated between nearby nddieen the HCD, the CS threshold is presented as a common
may degrade the transmission capacity in a wireless netwoplarameter to control the activity of the secondary netwdhe
Capacity enhancement can be achieved by inhibiting neantpposed method has low complexity and makes it possible to
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Fig. 1. System model. A WiFi network operating co-channehtdV transmitter and deployed in finite area outside of the Totertion area. A snapshot
of the point process induced by (a) PPP, (b) MPP type Il and@p type IlI, with PPP density,,=100 users/krm and Matern hardcore distanée300m.

compute the CS threshold in real-time. As a result, the nietho In general, the interference margin depends on the location
can be utilized in geo-location assisted secondary spactrof secondary transmitters [3]. However, one has to notiaé th
access even in cases there are frequent changes in seconti@nsecondary generated interference is usually an order of
user density. magnitude less than the TV signal level. This fact providhes t
approximation tightness for the lower bound of the intesfere
Il. SYSTEM MODEL margin illustrated in [15]/4; < Ia, which is independent of

. . . the SU locations
We consider a TV transmitter located in the center of a

circular TV service area and a WiFi network deployed outsidg,, — exp<UTV Q '(1—0y) —In(y) + mTV) — Py (4)
of the TV protection area, see Fig. 1. Protection areas in

secondar_y spectrum sharing have been sugges.te.d by Feqﬁ@regz 10/In(10), Q! is the inverse of the Gaussiap
Communication Committee (FCC) [13]. The WiFi networkynction, oy in dB is the standard deviation of the TV signal
operates co-channel to the TV transmitter. For satisfacfsh 5,4 mry in dB is the TV signal level at the PU by using
reception a target SINRy;, must be maintained with specific jistance-based path loss.

outage probability); due to slow fading [14]. Under contention control, each SU senses the spectrum

O; > Pr(y < v) 1) before its transmission. If the channel is reported busy, th

. ) SU postpones its transmission until the channel becomas cle

where is the SINR at the TV receivey = 1="2%5-, Mrv  This behaviour introduces an exclusion region around eath S

is the received TV signal leveRy is the noise level andsy  \where no other simultaneous transmissions can take plhee. T

is the aggregate interference due to secondary transmsssiofie|d of transmitters under contention control can be medell
The Secondary interference at a TV receiver (PU) |Ocatg@ a hardcore point process, introduced by Matern in [8]'
at the TV cell border, see Fig. 1, can be expressed as  since the hardcore process conditions on having a minimum
Ty = Z v - Py gp - 1k @) separatio_n distance among the points of the process.

In particular, the MPP type Il captures the fact that a
where v, is a binary factor determining whether theth SU refrains from transmitting when it senses the activity of
secondary user (SU) is active or né}, is the transmit power another SU which has extracted a smaller back-off time. This
level, g;. is the attenuation from thé-th SU to the PU, and behaviour is modelled in the following way: Each point of the
z is a random variable (RV) describing the slow fading. process has a random associated mark and a point is discarded

The secondary spectrum access can be granted if thdy if there is another point within a HCD with a smaller
required condition for satisfactory TV reception, see equanark. The density of the MPP Il process gi2ven the parent
tion (1), is satisfied. Equation (1) is a chance type of camstr density\, and the HCD? is A, = W [8].
which is in general difficult to handle. It has been expressed
closed-form in [3] assuming that both the useful TV signal an I1l. How 70 SETCSTHRESHOLD

the aggregate secondary interference follow the log-nbrma . . .
g9reg y 9 The primary system is protected by maintaining the mean

distribution. Under these assumptions the necessary tamdi . . .
for interference control can be turned to the following CongeconQary interference under the mterfe-rence mdrgmj’he .
straint mean interference depends on the active _SU density which
E{Isu} < In 3) can be controlled through the HC& In practical networks,
- the HCD is adjusted by tuning the CS threshold. Mapping
where the interference margifx, determines the maximumthe HCD to a CS threshold is not straightforward. While the

permitted mean secondary interference at the PU. retaining probability [8] in a MPP is determined by the HCD,




regionsS; andSs, S = 51 US,, see also Fig. 2(b). The inter-
ference generated by each region to the PU is approximated
by a PPP. The densities of the PPP in the two regions\are

\ for r > (Rpy+r,+0) and s for Rpy+r, < r < Rpy+r,+9.

‘\ Since the regions; and Sy are disjoint, the mean inter-

’ ference level at the PU can be computed as a sum of the
mean interference levels due to transmissions originated f

the areasS; and S». With log-normal slow fading, the mean

_ \ A interference can be approximated to be equal to [4]
(7‘2 (7‘2
@ ®) E{lsu} ~ Ap-Pr-cic? / Gs0s + Dy Pyoc 367 / g,ds (7)
Fig. 2. lllustration of (a) border effect and (b) two disjbiregions in the 15 S5(5)

secondary deployment area.
whereg, is distance-based path loss from the locatido the

PU, ¢ in dB is the SU slow fading standard deviation and the
the retaining probability in a wireless network dependsimn tareasS,, S, are functions of the HCD.
aggregate interference measured at a SU. First, we show hownfortunately, equation (7) does not have a closed-form
to set the HCD in MPP type Il and MPP type Ill networksolution in terms of the HCDS. However, we can first
without violating the condition Els;7} < Ia;. Then, we show find a tight lower bound. The lower bound assumes PPP
how to map the identified HCD to a CS threshold. with density \,,, inside full areaS and forces the inequality
E{Isy} < Ia; to be tight. The lower bound can be expressed

A. How to set hardcore distance in MPP typg . in terms of the principal branch/, of the Lambert function
A common way to calculate the mean interference from a )
0 if \p <Ij,,

MPP type Il at an arbitrary location in the plane is to use an
equi-dense PPP [16]. In our system setup the deployment areg _ 1 ] N jA,_p . / 8)
ol — A1 |f )\p > IAL

is finite and the active node density close to the borders is P

higher than\,,, due to less contention. As a result, setting the Iy,

HCD based on a homogeneous PPP with densjtywill vio- , o2 /26>

late the protection criteria at the PU. The PPP approximati®/Nerela, = Ia,/(P; -e / + J5 9sds).

worsens for increasing parent densityand increasing HCD. ~ FOr user densities), < I, , we do not need a HCD for
With reference to Fig. 2(a), a MPP at distances Ry + protecting the TV system, = 0, and the CS threshold can be

o ” , :
o + 6 generates at the PU mean interference equal to tffgh €gual to infinity. For user densitieg, > I, , we can first

interference generated from a PPP with densify, see also dentify the lower bound, using equation (8). Then, we may
the Appendix for a proof. define discretization stefné and increment the HCD = §; +

In order to compute the generated interference at the PO in €quation (7) with iteration index= 1,2, ... until the
due to a MPP type Il at distances: (Rpy +rn) < r < constraint E_ISU} < Ip; is satisfied. The p_ropose_d mgthod
(Rrv+rn+6) we need to compute the density of the proceégentlfles a t_|ght_upper—bounq on the HC_D in few iterations.
in that area. The density can be found by computing the sizeF0" reducing implementation complexity one can evaluate
of the ball B(X(r),8) (with radiuss and centered at point offlme the |r_1tegralf5 gsds. Actually, .It is beneficial to store
X at distancer from the TV transmitter) that falls outside ofth€ integration results from each rirg, ¢) = 0 < ¢ < 2m,
the TV protection area. By looking at the simple geometric&RTV trn+(J = DAY <7 < (Rrv +rn+j - £0), ] =
dependency in Fig. 2(a), the size of the area is equalito- 1,... dsu/Aé. _In this way the integrations are _not repeated
A(r) where A(r) is the intersection area of two circles whos@t €ach iteration and the amount of computations needed to
centers are at distance In Appendix we show that the meangvaluate (7) will be low. _ _
interference due to a MPP type Il at distanees Ryy+r,) < As illustrated in Fig. 3, an equi-dense PPP underestimates

r < (Rpy-+ra+0) can be upper-bounded by using a PPP witine generated interference and results in smaller HCD then t
density minimum required. The proposed method utilizing superposi

) tion of two PPPs can be used as a tight upper bound for the
_ L —exp(=A, (10" — A(Rry +74))) (5) HCD that protects the TV service in all cases.
w62 — A(RTV + Tn)

Since Rry +ry, > 8, A(Rrv +1m,) =~ m§%/2. The density
A2 becomes

A
WIAZ TAp

A2

B. How to set hardcore distance in MPP type 111

In a CSMA/CA type of network, a node that postpones its
transmission because it is in the CS range of some other node
_ (6) with lower back-off does not prohibit other nodes to qualdy
0.5m42 transmission. MPP type Il cannot capture this behaviour be-

Obviously, A2 > A,,. Based on the above approximationcause all the nodes are involved in the selection process, Th
the secondary deployment area can be divided into two disjomore nodes can survive in a CSMA/CA network compared

1 — exp(—0.5\,7md%)
/\2 ~




density, we cannot directly use it because it considersiiafin
deployment area.

In our system model the mean interference is different at
different locations due to the existence of borders. In otde
use a common CS threshold, we propose to set it for a node
Equi-dense located at the primary protection area border. In this way th
— o Simulation CS threshold is underestimated and the TV system is further
1 secured. Similar to [16] we integrate an equi-dense PPP over
the secondary area after excluding a ball of radiuhat is
] centered at the protection area border. We consider PPP with
density \,,, inside the full area. In this way, the CS threshold
is slightly underestimated but the implementation comipjex
is reduced. Without considering the impact of fading within
the secondary network, the CS threshold can be computed as
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Fig. 3. Hardcore distance for protecting the TV system. Theameter where S’ = S\B(X(RTV + ), 5) and g, is the distance-
settings can be found in Section IV. based pathloss from the integration element of afeto the
protection area border. For a possible algorithm impleaent

to the number of survived nodes predicted by the MPP ty|5'8n see the pseudocode below.
II. In [17] a method to mitigate the underestimation problems -
of MPP type Il is proposed. However, the predicted numbélgor'_thm 1 Set CS threshold
of survived points is still less compared with the number §fequire: o >0
nodes that can survive in a CSMA/CA network. As a result, D€fine A0
the protection of the TV service is not secured. Y A 01

A MPP type Il [11] and its temporal variation (SSI) [9] While E{/su} > I, do
involve only the survived nodes in the selection process. In o <__5+ Yy
this sense, these processes model accurately the density &"d while o
active users in a CSMA/CA network. Unlike MPP type II, Either set the CS threshold for MPP type II usiagin
the mean number of active nodes in MPP type IIl cannot be&auation (9) or set the CS threshold for MPP type Iil using
described in closed-form unless the parent denajiygoes 9 ¢ 20 in equation (9)
to infinity [9]. For finite SU densities we can only look for The geo-location database broadcasts the CS threshold to
bounds to the mean number of survived nodes in a MPP typdN€ secondary users
[ll. Due to the analytical tractability of MPP type II, we rebe
to upper bound the number of points generated from a MPP
type Il by using a MPP type II. A tight bound is difficult
to derive because MPP type Ill is complex to analyze. OneWe consider a TV service area with radilis = 140km
simple but loose upper bound suggests to double the HCDatd co-channel protection distaneg = 14.4km [13]. The

IV. NUMERICAL ILLUSTRATION

the MPP type Il [11]. TV transmitter broadcasts & = 300kW. The thermal noise
. . power is —106.2dBm. We use a power law model for the
C. How to set CSthreshold given hardcore distance distance-based propagation pathloss. The path loss expone

A large HCD can be implemented by setting a low C$r primary and secondary signal is equaldgy = 3.2 and
threshold and vice versa. In order to map the HCD to a G&y = 4 respectively. The attenuation constant is equal to one.
threshold we need to compute the mean self-interference aftse standard deviations for the log-normal fading distidns
node of the MPP type Il. This is done by using the secorate selected equal tery = 6dB ando = 8dB. Assuming
moment measure. The final expression involves integrals tafget SINR~, = 16.1dB and target outage probability
the retaining probability which do not accept a closed-formO; = 10% the interference margin is calculated by using (4),

In order to overcome this problem we are looking for a107.3dBm. Outside of the TV protection area the secondary
lower bound to the mean interference. Note that a lowaetwork is deployed. The deployment area is a doughnut with
bound on the CS threshold is in the favour of primary systediameterd,,, = 5km, see Fig 2(a). The secondary interference
since it reduces the density of simultaneous transmissidnsmust be controlled at the primary receiver located at PU.
lower bound on the mean interference’O{EgU}, at a node In Fig. 4(a) we depict the CS threshold for different sec-
in the infinite plane has been proposed in [16]. The boumuhdary user densities,. First, we simulate the CS threshold
integrates a PPP with densily, in the interval p, cc]. While for the MPP type IIl. In the simulations, we find iteratively
the proposed bound is tight for any value of HCD and usére maximum CS threshold that protects the TV service. We



MPP type Il simulations [|—x =100
MPP type Il proposed 06 u
200 MPP type Il proposed

—— MPP type IIl simulations
——— MPP type Il proposed
MPP type IIl proposed

CDF
o
@

0.4 10 I?gw(y‘) j

Carrier sensing threshold (dBm)
Lo h
a

%0 40 50 60 70 80 % 100 30 40 50 60 70 80 90 100 5 10 15
User density (#users/kmz) User density (#users/kmz)

@) (b) ©

20 25 30 35 40
SINR (dB)

Fig. 4. (a) CS threshold set by the simulation, the HCD in M@#etll and the proposed method (b) Active density and (c) StRibution at TV receiver

define discretization step equal ol dB and increment the set based on the proposed method, the density of transsnitter
CS threshold until the constraint{Es;} < Ia; is satisfied. is quickly reduced. For the MPP type lIl, the CS threshold
In each iteration we run a Monte Carlo simulation with00 is conservatively set because the HCD is doubled. That sig-
trials. The steps carried out in each trial are describedvbel nificantly reduces the retaining probability and the deneit

We draw the number of secondary users from a Poissagtive users. When the CS threshold is set based on the MPP
probability distribution function (PDF) with density,. The type II, the active node density at high user densities isiabo
users are deployed randomly inside the secondary Areahalf the maximum permitted density.
Every node is ranked and the node with rank one a|Way3|n Fig.4(c) the SINR distribution at the PU is simulated for
transmits. For thé-th node we compute the mean interferencéifferent secondary user densities. If the simulated tiotets
from the survived nodes upto thig — 1)-th node and compare are used, the outage probability at the SINR target would be
it with the CS threshold. The node transmits only if thequal to the outage probability targe0%. The results of
mean interference is below the CS threshold. This selectibi§.4(c) are generated using the CS threshold for the MPP
process is a modified version of the SSI model [10]. Fdype Il. The target is to illustrate the reduction in outage
the configuration of active nodes we simulate the generate@bability due to the conservative approximations adbpte
fading samples at the PU and compute the mean aggreddteour proposal. For high user densities, where the active
interference. If the constraint{Esy } < I, is satisfied in all node density is about half the maximum permitted, the outage
the simulation trials the CS threshold for the considerest ugprobability is about%.
density is stored. Otherwise, the CS threshold is increetent V. CONCLUSION
: One can see that the CS. threshold_ decreases for INCTATH this paper, we proposed a method to set the CS threshold
INg user density |mpl_ement|ng essentially a_larger HCD. Ii a geo-location assisted secondary network with finiter use
Fig. 4(a) we also depict the CS threshold using the propos &ﬁsity, finite deployment area and contention control. The
method for MPP type Il and MPP. type Ill. The propose S threshold was viewed as a parameter that can be tuned
method for the MPP type Il results in very low CS threshol

control the generated secondary interference and niainta
because the calculated HCD has been doubled, see Secgg{?;sf : : :

t t .Th -locationlufzd
[1I-B. The proposed method for the MPP type Il also resulﬁ istactory primary system service. [he geo-locationlnase

) : . . SUR responsible for calculating the CS threshold and for troa
in lower threshold compared with the simulations. This 'éasting it to the secondary users

because we used several approximations for setting consers,_ : o L ;
. . . e identified a critical value for the secondary user density
vatively both the HCD and the CS threshold. While settingaiow which the CS threshold can be set to infinity. For

the HCD we utilized: (i) a _Iower bound on the ir_‘_terferencﬁigher user densities we proposed a low complexity method
margin to reduce computational complexity and (il) an UPPESr setting the CS range and mapping it to a CS threshold.

Lohounﬂ (I)(;] th__e ECDth dealtvt\gith lijorde:heff_eits.f AISO’JE c he proposed method for MPP type Ill sets the CS threshold
hres 0 '.(”') as beeg S€l ?]Se bon be in grjrenc ﬁvePC nservatively. Given our parameter settings, doubling th
the protection area border (iv) has been bounded using the ardcore distance reduces the CS threshold1®ydB in

appro>é|mat|on anq (\(()jdl?has;urr;e umfotrm density of effecti comparison with the threshold calculated based on the MPP
secondary users inside the deployment area. type Il. In order to enable a higher density of secondary

Fig. 4(b) shows the density of active secondary users usiggnsmitters. we need to identify a tighter upper bound for
the CS threshold depicted in Fig. 4(a). When the simulatgst humber of points survived in a MPP type II.
thresholds are used, the density of secondary transmitters

sustains a mean arourdd.5 transmitters/kr. In our system APPENDIX
setup, this is the highest density not violating the TV pro- Let us considefV users in the doughnuf: (r, ¢) = {0 <
tection criteria. On the other hand, when the CS thresholdd¢s< 27, R;, < 7 < Royut} WhereR;,, = Ryy +ry, and Ryy: =



R;n+ds,,. For simplicity, we set?, =1. The mean interference By following same approach as in equation (12) we get

at the PU is
al Rout27rr B(r) — w6 o
E{Isy(N)} = — | —— (r)dr
SU ;RZ 5 ( 5 ) g
Rout
1-((B(r)—mé2)/SHN
— 271'/ (k(S'—l—(w)(SQ—B)(i)) rg(r)dr (10) i a

Rin

whereS=n(R2,,—R?)) is the area of the doughnut a{r)
is the union of the doughnut and of a circle with radius

Since the users are uniformly distributed, the te¥mr/S
describes the probability of distributing a user at diseanc
from the inner radiug?;,,. Also, the term((B(r)—m§2)/S)"}
describes the probability that thieth user becomes active.
Particularly, the ternf(B(r) —7§2)/S) equals the probability
that a point located at distaneefrom the inner radius is not
covered when a disc of radidsis randomly thrown. Since the
centers of the discs are uniformly and independently thr@avn
point is not covered with probability( B(r) — w§2)/S)’ after
4 discs have been thrown.

Case 1i(r,¢) = {0 < ¢ <2m, Rin + 5 <7 < Rour}. In
that caseB(r)=.S. After replacingB(r) in equation (10) we
get

(1]
(2]

(3]

Rout

27 rg(r)dr.(11)

=5
[7]

The average number of users follows Poisson distribution
with mean \,S. The mean interference at the PU can be[®l
computed by weighting the mean generated interference due
to k users, EIgy(k)}, with the Poisson PDF. 9]

E{Isy(N (1—(1-m6%/5)N) /

Rin

> M, Sk e [10]
E(lsu}=3 ElTso ()} - 225
paars ! (14
_271' . (1 _ ef)\prréz) Rout
= —52 /Rm+;°g(r)dr. (12)

[12]
The right hand side of equation (12) is the mean interference
due to a PPP with density,, = (1 — e~ »7")/x62. As a
result, a MPP type Il in the are@,¢) = {0 < ¢ < 2m,

Rin + 0 <1 < R,yut} generates mean interference at the PU
equal to the mean interference generated by an equi-dese PR,
The impact of outer border has been ignored in the analysis
but actually, it can be treated similar way to case 2. [15]
Case 2:(r,¢) = {0 < ¢ <27, Rin <7 < Ripy +6}. In
that caseB(r) < S + A(R;,). Let us consider the function [16]
1—((xz —762)/S)N :
f(z) = . The functionf can also be read [17]
S+7md2—=x
asf(u) = S*l-szgol u u = (x—md?)/S,0 <u<1. The
function f(u) is increasing inu and thus,f(z) is increasing [18]
in z. As a result, one can upper-bound the mean interference
by settingB(r) = S + A(R;;,) in equation (10)

(13]

Rin+0
SN
E{lsy(N)}<2m

Rin

(S+A(Rjn)—m6%)N
SN(md2 — A(Rin))

rg(r)dr.(13)

(1~ —)\p(ﬂ'52—A(Rm)))
7T§2 - A(Rzn)

Rin+0
/ rg(r)dr. (14)

Rin

27
E{Isv} <

As a result, the mean interference generated by a MPP type
[l'in the doughnu{r, ¢) = {0 < ¢ <27, R, <71 < R;, +6}
can be upper-bounded by computing the mean interference due

PPP with densityl —e~*» (7 =A(Rin) /(752 — A(R;»)).
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