
Torus Quorum System and Difference Set-based
Rendezvous in Cognitive Radio Ad Hoc Networks

Sylwia Romaszko, Petri Mähönen
Institute for Networked Systems, RWTH Aachen University, Kackerstrasse 9, 52072 Aachen, Germany

Email: {sar, pma}@inets.rwth-aachen.de

Abstract—In Cognitive Radio Ad Hoc Networks (CRANs) a
frequently changing environment and Primary Users channel
occupancy result in a need of the searching for a common
control channel by Secondary Users in order to be able to
initiate a communication. A rendezvous (RDV) is therefore a
new challenge, not encountered in single channel networks.
Hence, methods guaranteeing that all nodes meet periodically in
reasonable periods of time should be advocated, i.e., instead of
using pseudo-random solutions, systematic approaches should be
considered, e.g, quorum systems (QSs) popular especially in power
saving protocols. In this study, we propose a novel rendezvous
protocol (tQS-DSrdv) which allows to form channel maps based
on torus Quorum System (tQS) and difference set (DS) concepts.
Thanks to the use of both concepts we are able to guarantee RDV
on all r channels when a number of channels is small (r ≤ 4)
and on r − 1 channels otherwise.

I. INTRODUCTION

A Cognitive Radio Network (CRN) is a network where
Primary Users (PUs) have the exclusive right to certain
spectrum bands, whereas Secondary Users (SUs) (Cognitive
Radio (CR) users), have only an opportunistic spectrum access.
Therefore, they can temporarily use a licensed band (overlay
spectrum sharing [1]), but the appearance of a PU means
they must vacate immediately the occupied band. Hence,
link recovery information (and a new determined channel),
cannot be circulated over the previously used spectrum band
because of the PU activity there. A common control channel
(CCC) in CRNs supports the transmission coordination ex-
change and cooperation between the CR users. It is aimed to
facilitate neighbor discovery, control signaling, exchange of
local measurements etc. However, such CCC assumption in
CRNs may not always be feasible and therefore a meeting
point (rendezvous) between nodes becomes a big challenge.
Avoiding a global synchronization among users, the use of
a (dedicated) CCC, or knowledge of users’ channel selection
strategy, but also the decrease of PUs’ disturbance by SUs
activity should be considered in such networks. One of well
know techniques to decrease the probability of disturbance to
PUs is a frequency hopping technique thanks to the frequent
switching of the occupied channels.

In this study, we focus on a distributed rendezvous protocol
for CRANs, also making use of frequency hopping technique.
Before going into details of the protocol, we formulate first
the rendezvous problem with regard to channel switching. A
RDV problem in multichannel networks refers to the ability
of two or more CRs to meet each other in the same channel as

depicted (Figure 1). Channel 1 is occupied by PU1 (neighbor
of CR2) most of the time, and Channel 4 by PU2 (neighbor
of CR1). Channel 2 is used by PU3 (both CRs are within its
range). In the time period of 15 slots, CR1 user meets CR2
user on Channel 3 in slot 5 and on Channel 4 in slot 12. Users
never meet on Channel 2 and 1.

Time (slots)

Channel

Ch3

Ch2

Ch1

1 2 3 4 50 7 8 9 10 116 12 13 14 15

Rendezvous (RDV)

PU1PU2

PU3

CR1 CR2

Ch4

Fig. 1. Blind date, rendezvous problem in CRNs

The situation depicted in Figure 1 is very optimistic, nodes
are able to meet twice. However, while hopping or switching
channels randomly it might happen that nodes never meet.
In order to deal with the aforementioned RDV problem, we
based our solution on the torus quorum system (tQS) concept.
Thanks to the use of the quorum system (QS) and also the
difference set (DS) concept we are able to guarantee meeting
on r − 1 channels (r stands for the the number of available
channels) while r > 5, and on all channels otherwise. The
QS intersection property guarantees that nodes will meet
(intersect) when selecting quorums from the same quorum
system. Quorums, satisfying the Rotation Closure Property,
guarantee the intersection even if the cycles of the nodes
are not aligned and, therefore, can be used in asynchronous
protocols (e.g., already used in asynchronous power saving
protocols). The torus QS [2], represents an intuitive and simple
method to employ, by selecting a column of an r×s rectangular
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array (r is the number of rows and s is the number of columns)
and b s2c elements from other following columns. Other QS
methods are much more complex, e.g., cyclic QS1 proposed
in [4]. The QS concept itself was already presented [5] in
the scope of operating systems, in the distributed mutual ex-
clusion, but also widely used for a consistent data replication,
agreement problem or dissemination of information. In the last
decade, the QS properties usage has been extended to other
applications, especially power-saving (PS) protocols ([6], [7]
etc.), but also node localisation, gossip protocols for dynamic
and reliably discovering eligible nodes. Lately QSs are adopted
in order to overcome a rendezvous problem in multichannel
networks ([8], [9], [10], [11]).

The objective of this paper is twofold. First, we elaborate
on the quorums systems (QS) focusing on a torus QS and
its properties. We show that we can form a quorum not only
in a standard way [2], but also using an innovative concept,
which we call the mirror method of forming a torus Q, being
much more flexible while searching quorums in a torus array.
Second, frequency hopping sequences are created by selecting
either a torus QS or Difference Set which indicates the time
slots per period for each channel.

Section II presents the related work. Then we describe the
QS and DS concepts with all relevant definitions and their
properties. Afterwards we explain the use of torus QS and DS
while constructing channel maps. Section IV describes a new
torus QS rendezvous (tQS-DSrdv) protocol. In Section V we
show tQS-DSrdv verification. Section VI concludes this study.

II. RELATED WORK

The habitually assumed support in a cognitive spectrum
access is a strict coordination or some degree of synchro-
nization between nodes which reduces the RDV problem to
the minimum. Either a TDMA like access scheme is used or
Frequency Hopping approach but also assuming that nodes
can synchronize/coordinate easily in order to exchange (new)
hopping sequences ([12], [13], [14], [15] etc.). In a more recent
study [16] it is argued that sequence-based design has little
adaptation to PU activity, giving as example an older reference
[17], and a scheme more robust to PU activity also from the
older study [18]. However, there are many different sequence-
based approaches, designed recently (where [17] reference is
a more fundamental older one), being more or less adaptable
to the PU activity, where the adaptability to the PU activity
depends on the design and objective of an algorithm.

We divide the most recent related work into three branches,
first, non-quorum based solutions representing blind or
pseudo-random RDV techniques ([19], [20], [21] or more
sophisticated ones [22], [23]). To the second branch belong
protocols proposed for a multi-channel Medium Access Con-
trol (MAC) handling multi-rendezvous [24] (i.e., multiple
transmissions pairs can accomplish handshaking simultane-
ously), missing receiver problem [25] and medium allocation

1A cyclic QS is based on the cyclic block design and cyclic DSs in
combinatorial theory [3].

in a hostile and jamming environment [8]. All these protocols
are based on cyclic quorum systems. A-MOCH presented in
[26], is based on Latin Square (LS) (transmitter) and Identical-
Row Square maps (receiver). This approach guarantees RDV
on all channels, but only once in a period on each channel.
Moreover, while being in the reception mode, there are no
neighboring slots with the same channel, receiving nodes need
to switch channels constantly, which is definitely not desirable
in CRANs. It might also happen (example in [26]) that a
transmitter will select such LS, which also implies switching
channels constantly. In other words, in this approach the
channel switching time cost of a receiver (and sometimes for
transmitters) should be accounted, since the spectrum mobility
events are maximal. Here, a related and very important issue
is the energy waste imposed by the constant hopping, but
also the lack of consideration of the asymmetric channel view
possibility due to the use of LS concept.
To the last branch belong the quorum-based protocols pro-
posed for CRNs ([9], [10], [11]). Three different approaches
are proposed in [9] out of which two are synchronous ap-
proaches under the assumption of global clock synchroniza-
tion. The protocols focus either on TTR minimization or even
distribution of the rendezvous points in terms of time and
channels. The third approach is an asynchronous method,
however, designed for systems with only two distinct RDV
channels, i.e., one selected based on a minimal cyclic QS, the
second based on a majority cyclic QS. In [10] all nodes create
the same channel hopping sequence, and the only possible
difference of this sequence is dependent on an offset (if cycles
are not aligned). Moreover, the process of the forming of
channel hopping sequences is not easy, namely it is based
on the difference (and complementary) sets which must be
chosen in very careful manner in order to ensure a high
RDV probability. Since a torus QS is a special case of a grid
QS, we also address two grid quorum based rendezvous (gQ-
RDV) algorithms from our previous work [11]. The gQ-RDV
schemes do not guarantee RDV, although the percentage of
missed RDV is a very low (∼ 2%). The RDV on two different
channels is predominant in these schemes, but RDV on all
channels is rather rare (mostly ∼ 10%). In contrary to gQ-RDV
method, tQS-DSrdv protocol guarantees rendezvous on all r
available channels while r < 5, and r − 1 channels otherwise.

III. QUORUM SYSTEMS

In this section we present the quorum system (QS) concept
focusing especially on a torus QS, since this type is used
in the construction of our channel maps. Afterwards, we
also elaborate on the Difference Sets concept as it is the
second main component to form our channel maps. Since
QSs are not commonly used in wireless communications, we
present first some relevant definitions in this section. Quorum-
based algorithms become popular as the main asset of these
algorithms is their resilience to node and network failures.
Basically, a quorum is a collection of sets that intersect with
each other at least once within a certain period. This property



makes QS interesting to solve a RDV problem. The usual
definition is given in [6]:

Definition 1: Quorum : A quorum system Q under an uni-
versal set U , U = {0, 1, ..., n− 1} with n being a cycle length,
is a collection of non-empty subsets of U , called quorums,
satisfying the intersection property ∀A,B ∈ Q : A ∩B 6= ∅.

There are different types of QSs out of which a torus-
based QS (tQS) [2] is less frequently used than others, but
a noteworthy system. tQS is similar to the grid-based QS
[4], but adopting a rectangular array structure (instead of a
n × n grid) called torus, i.e., wrap-around mesh, where the
last row (column) is followed by the first row (column) in a
wrap-around manner. The height r (number of rows, i.e. entire
column) and width s (number of columns, i.e. entire row) are
defined where n = r × s and s ≥ r ≥ 1.

Definition 2: Torus Quorum Systems : A torus quorum in
a r × s torus grid is composed of r + b s2c elements, formed
by selecting any column cj (j = 1..s) of r elements, plus
one element out of each of the b s2c succeeding columns using
end wrap-around. An entire column cj portion is called the
quorum’s head, and the rest of the elements (b s2c) its tail.

Figure 2 illustrates an example for three nodes, A, B, C,
choosing three different torus quorums under U = {0, 1, ..., 17}
where r = 3 and s = 6, thus n = 18. A is built by picking

0 1 2 3

6 7 8 9

12 13 14 15

B.A. C.

A.

B.

C.

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

4

10

16

5

11

17

0 1 2 3

6 7 8 9

12 13 14 15

4

10

16

5

11

17

0 1 2 3

6 7 8 9

12 13 14 15

4

10

16

5

11

17

16 17

16 17

16 17

Fig. 2. Three quorums of the standard (forward) tQS in a 3x6 torus

the third column as its head and 3 randomly chosen slots from
succeeding columns. B is formed by selecting the sixth column
and its tail from succeeding columns in a wrap-around manner.
C’s head is the second column. A and B intersect at slots 11
and 14, B and C at slot 7, and A and C at slot 2 and 9. Later
in this work, we call standard tQS as the forward tQS, since
its tail is selected going forward (to the next columns).

The aforementioned definition is a standard definition found
in the literature [2]. We found that it is also possible to
construct tQ in a backward manner [27] (Figure 3). The
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Fig. 3. Three quorums of the backward tQS in a 3x6 torus

standard wrap-around torus concept is still followed, but for a
tail (b s2c elements) one element is selected out of each of the
b s2c preceding columns (cj−i, i = 1..b s2c) using begin wrap-
around. Nodes A, B, C (Figure 3) intersect twice in slot 4, 11
(A-C), 9, 14 (A-B) and 7, 12 (B-C).

We can form a torus walking forward and backward, in this
case, why not in both directions? A torus Q can be selected in
wrap-around manner after all. Following this observation we
define the mirror torus extension, which allows to select a tail
in much more flexible manner:

Definition 3: Mirror Torus Extension : A tail of a torus
quorum, b s2c elements, can be selected from any position
of column cj+ki∗i (one element from a column), where
ki ∈ {1,−1} and i = 1..b s2c, in a wrap-around manner. Toruses
of the same torus QS need to select elements in the same
forward/backward order.

This definition declares firstly that if an element was selected
from column cj+1, the next element cannot be selected
from cj−1, but needs to originate from the next succeeding
(forward) column (cj+2) or preceding (backward) column
(cj−2). Secondly, the parameter ki needs to be the same for
all quorums of the same torus QS, i.e. the direction of the
selection needs to be the same. Figure 4 shows the selection
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Fig. 4. Mirror Torus QS concept

in a mirror way. Node A and B initiate their tail selection
in a backward manner, i.e., the first element of node A is
selected from column c5 (mirror of c1), and the one of node
B is selected from column c4 (mirror of c6). Then both nodes
select the next tail element in a forward manner, thus from
cj+2 column (using end wrap-around), which is c2 in case of
node A, and c1 in case of node B. The last element of node A
and B falls in the same (mirror) column. Nodes meet at slot
4. Note, that with more columns, nodes can always alternate
the manner, either forward or backward, while picking up
elements.

The QS intersection property is not sufficient when the
cycle of nodes are not aligned or nodes are asynchronous.
In order to have RDV guarantee in such case, a quorum
must satisfy Rotation Closure Property (RCP). A QS which
satisfies the RCP, ensures that two asynchronous mobile nodes
selecting any two quorums from the same QS have at least one
intersection in their quorums [6]. The (forward, backward and
mirror) tQS satisfies the RCP:



Definition 4 Rotation Closure Property [6] : For a quo-
rum R in a quorum system Q under an universal set
U = {0, ..., n− 1} and i ∈ 1, 2, ..., n− 1, there is defined:
rotate(R, i) = (x + i) mod n|x ∈ R. A quorum system Q has
the Rotation Closure Property if and only if
∀R′, R ∈ Q,R′ ∩ rotate(R, i) 6= ∅ for all i ∈ 1, 2, ..., n− 1.

For instance, the quorum system Q1 = {{0, 1}, {0, 2}, {1, 2}}
under U = {0, 1, 2} satisfies RCP, however, the quorum system
Q2 = {{0, 1}, {0, 2}, {0, 3}, {1, 2, 3}} under U = {0, 1, 2, 3} has
no RCP since {0, 1} ∩ rotate({0, 3}, 3) = ∅.

The Difference Sets (DS) [3] concept is very close to
QSs, being actually the basis of the cyclic QS, which is not
described in this paper. The DS concept is also widely utilized
in PS algorithms. The standard definition of DS as follows:

Definition 5: Difference Set (DS) [3] : A set of k residues
D : {a1, ..., ak} modulo n, D ∈ Zn, is a (n, k, λ)-difference
set if for every d 6≡ 0(mod n) there are exactly λ ordered pairs
(ai, aj), ai, aj ∈ D in such a way that ai−aj ≡ d(mod n). Zn

denotes the set of nonnegative integers less than n.

For example a set {5, 6, 8, 1} of Z13 is (13, 4, 1)-difference set
because:
1 ≡ 6− 5, 2 ≡ 8− 6, 3 ≡ 8− 5, 4 ≡ 5− 1,
5 ≡ 6− 1, 6 ≡ 1− 8, 7 ≡ 8− 1, 8 ≡ 1− 6, (mod 13)

9 ≡ 1− 5, 10 ≡ 5− 8, 11 ≡ 6− 8, 12 ≡ 5− 6.
The relaxed Difference Set definition [3], utilized in this

paper (and in cyclic QS), says:

Definition 6: Relaxed Difference Set (DS) [4] : A set
D = {a1, ..., ak} ⊂ Zn is called a relaxed cyclic (n, k)-
difference set if for every every d 6≡ 0(mod n) there exists
at least one ordered pair (ai, aj), ai, aj ∈ D, such that
ai − aj ≡ d(mod n).

Since tQs also form relaxed DSs we show an example based
on the set from Figure 2. Node A has a set {2, 4, 8, 9, 11, 14}
of Z18. The set is (18, 6)-difference set because:
1 ≡ 9− 8, 2 ≡ 4− 2, 3 ≡ 11− 8, 4 ≡ 8− 4, 5 ≡ 9− 4,
6 ≡ 8− 2, 7 ≡ 9− 2, 8 ≡ 4− 14, 9 ≡ 11− 2,
10 ≡ 14− 4, 11 ≡ 2− 9, 12 ≡ 2− 8, 13 ≡ 9− 14, (mod 18)

14 ≡ 4− 8, 15 ≡ 11− 14, 16 ≡ 2− 4, 17 ≡ 8− 9.
Note, that from now on, while talking about the Difference

Set we refer to the relaxed Difference Set.

IV. TORUS QS RENDEZVOUS PROTOCOL

In this work we focus on a fully distributed RDV protocol,
thus one step before an actual medium access. We do not
elaborate on MAC in this paper. Note that, there are a
couple of ways to act after nodes’ rendezvous, e.g. nodes
stay at the RDV channel and exchange data (with or without
the handshake of control packets), or nodes agree to hop
synchronously and exchange data. Since the MAC issue is
out of the scope we do not go further into details.

tQS-DSrdv algorithm makes use of frequency hopping
sequence/s, i.e., we consider that each node hops from one
channel to another (Figure 1) in order to communicate with

another node. But to do so, first it needs to know how to
hop. We do not exchange any knowledge about other nodes
hopping sequences as it is usually required in FH schemes.
Each node determines its own hopping sequence, a channel
map, from a torus array (r× s) using torus QS and Difference
Set concepts. Each node has a list of available channels r

(r stands for the maximum number of available channels). In
this work we focus on the case when a pair of nodes has
the same number of available channels in the list. The period
(cycle) is composed of n slots (the number of elements in
the torus array) within which nodes hop from one channel to
another. Each channel mi has its own index i known by nodes,
where i = 1..r. To have the same number of attributed slots to
each channel map, a torus (r × s) map of each channel must
have s slots, hence, for r channels and [r, s] torus, we need
r + b s2c = s elements, i.e., s = (r − 1)× 2 + 1, e.g.:

• 3 channels: [3, 5] array, which gives 3 + b 52c = 5 slots
• 4 channels: [4, 7] array, which gives 4 + b 72c = 7 slots

While forming the channel map, two concepts are used as
aforementioned, namely torus QS and Difference Sets. The
first one is straightforward, since we just select a torus
quorum, either forward, backward or mirror tQS, while the
head (column) should follow the construction rules of tQS-
DSrdv, and tail can be chosen randomly, of course following
torus QS rules, which we can relax/adjust as shown below.
Since the case of r < 4 is rather special we elaborate on it
first. While having 2 available channels, the map of channel
1 is selected in a forward manner of tQ, and channel 2
according to a backward manner. While having 3 available
channels, channel 1 is selected according to tQ forward manner
as shown in Figure 5 (Map3 Chs). The next two channels
sets are relaxed Difference Sets, e.g., exemplary sets for
channel 2 and 3 shown in the figure, DSCh2: {4, 6, 7, 9, 13} and
DSCh3: {3, 8, 11, 12, 14}, respectively. Starting from 4 available
channels tQS-DSrdv general construction rules can be applied:

1) Channel 1 selects head i randomly, e.g., in Figure 5 the
first column (C1) is chosen;

2) Channel 2 selects head i+b s2c+1; e.g., with 4 available
channels, for channel 2 the fifth column (C5) is chosen,
since 1 + b 72c+ 1 = 5;

3) Channel 3 select head s; e.g., with 4 available channels,
for channel 3 the seventh column (C7) is chosen;

4) Channel 4 selects head i + b s2c + 2; this rule does
not apply with 4 available channels since the last one
(channel 4) is chosen as DS;

5) For the next r − 4 − 1 channels DS maps are searched
(1) according to the Definition 6., and so that (2) there
are enough elements (in appropriate columns) for tails
of the first four channels. Here, a sort of structure can be
used, circled DSs in Figure 5, starting with 5 channels;

6) The last channel r picks up elements in such a way that
(a) there are enough elements for tails of the first four
channels; and (b) it has as few as possible missing d from
the DS definition, e.g., with 5 available channels the
circled set (Figure 5) forms almost DS, we say almost
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Fig. 5. tQS-DSrdv: Map r Chs stands for a map with r channels; elements without a circled/squares form a set of the last channel with 6, 7, and 8 channels

since for 2 and 43 we cannot find a pair (ai, aj) so that
ai − aj ≡ d(mod n). However, knowing that only those
two d elements are missing, we also know when nodes
will not meet while cycles of nodes A and B are not
aligned, i.e., if the cycle of node B is shifted by 2 or
43 slots, then node B will not meet with node A on 5th

channel (otherwise nodes will always meet).
7) Tails of the first four channels are picked up according

to forward, backward or mirror rule.
Note that with 2, 3, and 4 available channels (Figure 5), nodes
meet on each channel. In the figure we can see that starting
with 4 available channels the mirror tQ is utilized. For the sake
of understanding and clarity, the column numbers are skipped
and the mirror torus extension is visualized in the case of
6 available channels. The circled blue elements form a DS

for channel 5. Channel 3 and 4 is constructed according to
the mirror tQ. Channel 4 selects its first two tail slots from
column 9 (mirror of column 7) and 10 (mirror of column 6),
thus in a forward manner. The next tail elements are selected
in a backward manner from column 3, 4, and 5 (note, not all
arrows are shown for this channel). For the sake of clarity
for the channel 3 map selection we show the selected slots in
such as way as they could have been selected in one direction
(while wrapping-around the array), thus in a forward manner.
However, in reality the first two tail slots are picked from
column 9 (mirror of column 2), and 10 (mirror of column 1),
thus in a backward manner, and the next tail elements, from
columns 3, 4 and 5, thus in a forward wrap-around manner.

V. VERIFICATION

All used torus and DS definitions have been implemented in
C++ in order to collect individual channel statistics and verify
RDV occurrence of a channel in a period, i.e., apart from that

nodes meet once on r−1 channels, they can also meet two or
more times on the same channel during one period. The missed
matches of the last channel can be checked by utilizing the DS
definition, in such a way we can specify/control in which slot
offsets there is no match. Note that the channel maps (sets)
constructed based on either tQS or DS satisfy RCP, therefore
the map with such channels also satisfies the map-RCP:

Definition 7 map-Rotation Closure Property For a map
R1, and R2 of a period Θ = {0, ..., n− 1} and ∀i ∈ Θ, there is
defined: ∀ slot offset,∃i : R1i ∩ R2(i+slot offset)mod n 6= ∅,
where slot offset ∈ Θ.

In other words, the map of a node must be checked with each
possible shifted cycle (slot offset 6= 0). With a slot offset 0

(cycle alignment case) nodes will always meet on all channels
at least once.
Table I shows minRDV and Probabilitymissed for exemplary
maps selection depicted on Figure 5. minRDV means the
minimum guaranteed RDV, thus, nodes will always meet on
at least r − 1 channels. Probabilitymissed stands for the total
percentage of possible missed matches on the last channel.
Note that Probabilitymissed might be improved by selecting
better slots for the last channel.

r minRDV Probabilitymissed

2, 3, 4 2, 3, 4 resp. 0%
5 4 2 slots: 4.4%
6 5 24%
7 6 29%
8 7 25%

TABLE I
MINIMUM RDV AND PROBABILITY OF MISSED RDV ON r CHANNELS

Figure 6 depicts an intersection distribution of tQS-DSrdv
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Fig. 6. Channel distribution with 8 available channels including the rotation
of the whole cycle

for each possible cycle shift. The RDV distribution on each
channel is different. RDV occurrence of a channel only once
in a period mostly happens for the first four channels (based
on tQ), and less often twice in a period. On the other hand,
on DSs channels (5, 6, and 7) nodes meet more often in one
period. Notice, that nodes do not meet on channel 8 in 32
possible slots as aforementioned, and in the figure.

VI. CONCLUSION AND FUTURE WORK

In this work we developed a novel rendezvous protocol
which guarantees RDV on all channels while r < 5, and on
r − 1 channels otherwise. On one hand, the protocol is based
on a torus QS, which simplifies tremendously the selection of
the channel sets for the first four channels. On the other hand,
it is based on the DS concept, which increases complexity
somewhat since DSs must be found. Finally, in order to utilize
a torus QS concept we have also proposed the mirror torus
extension. In our future work we want to obtain RDV always
on all channels and we will elaborate on the case with a
different number of available channels in a set.
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