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Abstract—Recommendations to connect like-minded people
can result in increased engagement amongst membersd
online communities, thus playing an important rolein their
sustainability. We have developed a suite of algdhms for
friend recommendations using a social trust model aled
STrust. In STrust, the social trust of individual members is
derived from their behaviours in the community. Theunique
features of our friend recommendation algorithms ae that
they capture different behaviours by (a) distinguiking
between passive and active behaviours, (b) -classify
behaviours as contributing to users’ popularity orengagement
and (c) considering different member activities ina variety of
contexts. In this paper, we present our social trusbased
recommendation algorithms and evaluate them against
algorithms based on the social graph (such as Frids-Of-A-
Friend). We use data collected from the online CSIR Total
Wellbeing Diet portal which has been trialled by oer 5,000
Australians over a 12 week period. Our results showvthat
social trust based recommendation algorithms outpéorm
social graph based algorithms.

Keywords-Social Networks, Online Communities, Social
Trust, Recommender System, Friend Recommender.

.  INTRODUCTION

Recommendation systems have become an essentialf par
information systems in today's interconnected wporld
where the quantity of information is soaring eveday. The
information deluge makes it impossible for userssii
through the vast amount of available data and firwht
they want. Recommender systems have been sucégssful
used in different application domains (e.g., sodialth,
entertainment, commercial, etc.) for a variety afpgmses,
ranging from finding the right partners on datingbsites

to finding good places for holidays.

We classify recommender systems into two generic
categories based on the recommended objects: &himgy
“people”. Recommender systems in the first category
include products [14], movies [13] or music
recommendations [27], whereas the latter categutyides
potential partners [19], friends [5] or expertgg(edoctors)
recommendations [21], etc. Our focus here is onldtter
category, more specifically recommending friends.

There are two major approaches to recommendingdsie
The first, thecontent based approaclis based on the
assumption that people with similar profiles (egpgio-
economic background, stated interest, shared gratpg

can make for good friends. Recommendations are thus
made by matching members’ profiles [5] [19]. Thesw

is based on what is termed thecial graphand exploits
features such as mutual connections [22]. One efntbst
popular methods in this category recommends pdmsed

on Friends-Of-A-Friend (FOAF) connections.

Approaches based on FOAF work well for connecting
existing friends, e.g., in environments where thexésts
friendship relations in the real world, and thewmak aims
to connect existing friends and establish new @#ips
(such as Facebodkand LinkedIr?). However, these
methods do not fare well in online communities veher
members are anonymous, or in transient commurbiis
for specific purposes. Furthermore, these appreatdmed
to have a cold start problem due to the abseneesuftial
graph or connections to start a recommender syatetime
beginning of the community.

To address this problem, we proposesaxial trust
based recommender system, where the social trush@m
members is derived from thebehaviouror interactions
with the system. Studies in social and behavioignees
show that similar behaviours and interests aredtingng
force in building friendships [28]. This motivated to use
a holistic behaviour based approach to recommdadds
in transient anonymous online communities, where th
behaviour of an individual member is measured usireg
density of interactions.

There are other recommender systems based on trust.
They, however, typically usexplicit trusts specified by
users in a social graph [12] [15] [1]. Such apphescdo
not work well in a transient anonymous online comityy
where users do not yet have enough knowledge ® rat
others based on trust. In contrast, our socialt thased
model captures the implicit trust members have tdwa
each other as exhibited through their behaviourghim
community. Furthermore, current recommendersrttakte
use of interactions capture only users’ active bignge.g.,

Recently, online communities have been used in awriting a post) and ignore passive behaviours (eegding

variety of applications ranging from tourism andhltie to
government. Friend recommendations can
important role in these communities to foster eegagnt.

play an
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a post). Our social trust model captures both actind
passive behaviours.

The remainder of the paper is organised as follows.
Section Il presents related work. Section Il dims our
social trust based algorithms and the social graased
algorithms we use in our evaluation. In section ivg
explain our experimental setting, the data set and
evaluation metrics. Section V presents the evalnati
results and a discussion of the results. We coeclarld
outline potential future work in section VI.

Il. RELATED WORK

Recommender systems have been used
networking systems to recommend people and comtent
interest and to sustain participation. We brieflggent here
relevant work in this area.

A. Friend Recommendation

The role of friends in a social network is to getterand
share interesting content for others to browseprtwvide
feedback to others on their content and to generall
contribute to a vibrant community space. Much wark
recent years has focused on identifying and recamling
people to friend in social networks [5] [7] [11]9]L In

models exploit the inherent structural propertiésacial
graphs. For example, Golbeekal. proposed a method for
creating a trust network on the Semantic Web bgredking
the FOAF schema to allow users to indicate a lefi¢ust

for people they know [9]. Interaction based trustdels
exploit the interaction data, such as engagememt an
popularity in our STrust model [16] [17].

Gilbert and Karaholios [8] carried out a Faceboklg
with over 1000 participants, observed their behawvio
online and surveyed users on their actual relati@sswith
friends listed online. Their derived model, basedoaline
interactions, identifies strong and weak ties irciao

in sociahetworks with an accuracy of 85%. Similarly, Vet al.

[26] developed a model for computing professional,
personal and general closeness of people on ampesge
social networking system, Beehive. Both studieppta
short of applying their models to recommendatid®eme
work has used the knowledge acquired from models of
interactions and their relationship to tie strentgtiyenerate
personalised news or activity feeds. Patlal. [18] used
classifiers to identify the most predictive featiref
relationship strength to create tailored news fe@isy et

al. [10] considered the content of the activity fedds
profiling users of an enterprise social networleyreet al.

some cases, recommenders assist people in congpletin[6] and Berkovskyet al.[2] looked beyond the interactions

their virtual friendship circle. In others, recommiers
identify influential people, experts or potentiarmmers to
provide a valuable service to network users.

Chenet al. explored the use and performance of several
recommendation algorithms in an enterprise so@avark
to assist existing users in the completion and esipa of
their network [5]. They found that social algoritam
allowed people to find those that they already kineweal
life, and similarity algorithms assisted in discomg new
people. Guyet al. employed content based algorithms,
exploiting information contained on a company ingtato
identify “interesting strangers” for users to ass¢ieem in
broadening their friendship circle [11]. Friendsens a
mobile friend recommender which looked beyond tatad
contained in a social network and used physicakipriby
of people to generate recommendations of friendd an
connections for a target user [20].

Recommender systems have also been employed tgneasure

address the issue of attrition in social netwogkshallenge
particularly relevant when the focus for the netkgois less

on entertainment and information and more on aéhiev
change, as is the case of diet and lifestyle néisveuch as
that used in this paper. Freyee al. employed a content
based recommender algorithm to recommend friends an
suggest content to contribute to new members afcials
network [7]. They found that the effect of the
recommender was to increase engagement with theret
over a 6 month period and reduce attrition rates.

B. Trust Based Recommendation

Trust models for social networks can be classifieid
three groups: graph based trust models, interadigsed
trust models and hybrid trust models. Graph basest t

of people on social networking sites and included
interaction patterns with types of content to infiotheir
models and generate recommendations.

Interaction based social trust models consider
interactions in the community to compute trust iguore
the network structure characteristics. Hybrid mededploit
the benefits of both interactions and social graphs
Trifunovic et al. proposed such a model for applications
such as content distribution and micro-blogs [2bhe
model leveraged explicit social trust, based orscimusly
established social ties/graphs, and implicit trbstsed on
frequency and duration of contact between two users

These models have been exploited to generate
personalised recommendations by aggregating theons
of other users in the trust network [12] [15] [Hor
example, Hanget al. used a social graph approach to
recommend a node in a social network using a diityila
[12]. Masseet al. proposed a trust-based
recommendation system to search for trustable usgrs
exploiting trust propagation [15], whereas Anderséral.
proposed several recommendation models to provide
factual information [1]. For further details andhet
examples, we refer to [24].

In this work, we focus on the use of interactiotadia
estimate user trust, which is similar to tie stténgo
inform a people recommender system for social nedsvo
We hypothesise that, by monitoring user interastiand
behaviours, we can identify relevant individualsftiend
and thus encourage increased friending levels imen
social networks, in a similar effort to [4].
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We .deflne beha}wour baseqll frlenql recommenplanon EngTrust(mj) — L (4)
algorithms for online communities using two prirlem

Social Trust (STrust) and Social Graph (FOAF). We then define the social trust of a memimeas follows:

A. STrust Model SocialTrust(mj) = a.PopTrust(mj) +(1-

Our social trust model, STrust [16] [17], captutws types a).EngTrust(mj) (5)

of behaviour amongst community members: trusted and o

trusting. Trusted people are the ones towards whthrers wherea represents the value of a weight in the range of 0
in the community have shown trust, e.g., by prowdi tol

positive ratings to their posts and comments irurfs. B. Social Trust Based Algorithms

Similarly, a member can exhibit trusting behavitawards
others by giving them positive rating or by freqthgn
viewing their forum or blog posts.

Social Trust is composed of two types of trust:
popularity trust PopTrus} and engagement trust
(EngTrus}. In brief, the popularity trust of a member
measures the trusting behaviour of other membertthen
community towards the member, whereas the engagemen
trust refers to the behaviour of a member towariero
members. Trust relationships can be representadyesph:
an arrow from A to B contributes to the engagemmﬂt MOStPOpUlar: This algorithm assumes that the most
of A and the popularity trust of B. Trust relatibigs are ~ Popular member, followed or watched by many, hagyh
not symmetrical (i.e., A trusting B does not neeeibs  Probability of receiving invitations. A high poputy also
means B trusting A). Trusting behaviour can bevacte.g., indicates a propensity to accept friend invitatiolrs this
rating a post) or passive (e_g_, reading a poste. ow algorithm, we sort all members based on their Fm']ﬂyl
briefly describe the STrust model, followed by the trust and recommend the top N popular members not
corresponding friend recommendation algorithms. already in their friend list (Algorithm 1: lines 18 21).

Let M be the number of members in an online MostEngaged In this algorithm, we assume that the
community, andm; and m; represent two members. If person who is most engaged in the community (e.g.,

We define five algorithms based on the social tmetlel
just described. The first three exploit the ovetalisting
behaviour of a member in the community, whereanthe
two use the trusting interactions between two membe
Their pseudo code is shown in Algorithm 1. It hlasee
input parameters: (a) the member who will receilie t
recommendations, (b) the number of recommendations
be made, and (c) the specific algorithm to be u$kd.five
algorithms are described in brief below.

m; has a positive/negative interaction with) , it is through posting, rating) is likely to receive fraship
represented as “+"/*-’m; ’s popularity trust PopTrus} is invitations from other members because of theiibility
defined as: in the community. Active engagement also meansdhat
[P |1 is likely to accept invitations. In this algorithmve sort all
Z%g,MW members based on their engagement trust and recothme
PopTrust(m;) = ;’4_1 ! (1)  the top K engaged members not already in one’adriist

(Algorithm 1: lines 22 to 24).

MostSociat This algorithm is based on the overall social
. ) . . trust in the community. This is a combination of #marlier
A member in the community may interact with other v, aigorithms: MostPopular and MostEngaged This
members through a number of activities related single algorithm recommends either the most popular ortmos

context. FOI: example, a member may comment, rate o engaged members. In this algorithm, we give eqeédhis

view a post in the fo“”'?- Here, .the forum rgpre;sethle to popularity trust and engagement trust (i.e.= 0.5)

context and commenting, rating and viewing are (Algorithm 1: lines 25-27).

considered aactivities It is possible for each activity and ] )

context to have different weights. Let, represent the We have so far discussed the algorithms based @n th

weight for activityd, with ¥ w, = 1. Let w represent the ~members’ overall behaviours in the community. Wiebe

weight for contexk, with ¥ w, = 1. Thus, considering all  that & friend recommendation algorithm would be enor

these,PT£};d+ andPTi’jd‘ are defined as follows: targeted if we considered the behawoural relahipss
between two members. We now describe two such

wherePT/?* represents the positive interactions that
has had withn; with respect to any activitgt in contextk.

|pTi’}<.d+ =YK we(EP_, wy(EX ., +1) (2) algorithms. A behaviour relationship exists betwédeo
i members when a member performs an activity on @noth
|PT7| = Xi=1 Wi (Ba=1 wa(Zi=1 —1)) 3) member’s activity in a certain context. For exaepl

member A rates a comment by member B on a forurh pos
This can be stated as:nf has had a positive activity with
his or her interactions withy in a specific context (e.g.,

whereK represents the number ofntexts D the number
of activities in each context, and the number of
interactionsrelated to the activity and context. Similarly,
the engagement trugEifigTrus) of m, is defined as:



forum), the social trust between andm for a contextk

and an activity is defined as follows:

SocialTrust(mi,mj, k, d) =a. PopTrust(mi,mj, k, d) +
1- a).EngTrust(mi,mj, k,d) (6)

Here,PopTrust(mi, mj, k, d) andEngTrust(m,, m;, k,d)
represent the popularity and engagement trust leetwe
memberg andi in contextk with regards to activitg. This

is calculated using equations 1- 4. Now, we exploése
relationships in two recommender systems.

Engagement We first consider recommending two
members to be friends with each other if they haighly
positive engagements. Engagement between two membe
is a good indication of potential friendship betweahem.
We use a majority rule in this case. The recommende
system recommends a membgito invite another member
m to be a friend for a certain contéxtinder the following
conditions (Algorithm 1: lines 28-36):

1. The engagement trust betwesnandny is greater than
the overall engagement trust ofy (considering only
interacting members).

EngTrust(mi,mj,k,d) = OverallEngTrust(m;)

OverallaEngTrust(m;)

|ETS™ | + 1
|[ETS* | + |ETS| + 2
+1

Jj=1j#i,j=i,j=i

M
JELELj L=

Where j = i means no friendship exists between menmher
andm ;j =i means there is at least one interaction betwee
membem andm,

2. The number of positive interactions wf with my is
greater than average number of positive interastigrhas
with other members.

|E7}I§Cd+

|ETS| 2

M
x=1x%] jrx,j=x DY TLYFEW YW Y=W +1

3. The number of positive interactionsrafis greater than
certain threshold (essentially meaning timat has some
amount of engagement in the community).

|ETS| = th

Popularity: The assumption here is that if a member reads
comments and rates other member's comments or,pos
they have high propensity to be friends. The atbori

D

n28. }else if ¢ == ‘Engagement){

Algorithm 1: SocialBehaviourRecommendation (mi, Nt)

1. Input: member mi, number of recommendation Netgf algorithm t
2. Output: list of recommendation R;

3. M « all members; D « all activities; K « all contexts;

4. foreachn, € M do

5. foreachi € A,k € C do

6. PTK® « ComputePopInteractions(m;, my, k, d);

7. ET/Y « ComputeEnginteractions(m;, my, k,d);

8. PopTrust, « ComputeMutualPopTrust(PTE®);

9. EngTrust,, < ComputeMutualEngTrust(ETXY);
10. endfor

11. PopTrust, < ComputelndividualPopTrust();

12. EngTrust, < ComputelndividualEngTrust();

13. SocialTrust, « ComputelndividualSocialTrust();
r14. AvgPopTrust; « ComputeAvgPopularity(PopTrust;,);
15. AvgEngTrust; « ComputeAvgEngagement(EngTrust;,);
16.

AvgEnglInteraction; « ComputeAngngInteractions(ETi’,‘Cd ;

17. AvgPoplinteraction; «
ComputeAvgPoplnteractions(PT®);

18. endfor

19. if (¢ == ‘MostPopular’){

20. R « {my,m, ....m,: PopTrust, >

PopTrust,,,Vx & not(Friend(mi, mx))}

21. R « R\{m,:x > N}
21. lelse if ¢ == ‘MostEngaged){
23.

R «{my,m,...mEngTrust, >
EngTrust,,,Vx & not(Friend(mi, mx))}

24, R « R\{m,:x > N}
25. Jelse if £ == ‘MostSocial’){
26.

R « {my,m, ...m,:SocialTrust, >
SocialTrust,,,Vx & not(Friend(mi, mx))}
27. R « R\{m,:x > N}

29. foreachm, € M do
30. if iEngTrust,, = AvgEngTrust; &
31. ETX' > AvgEngInteraction; & ETX* > th &
not(Friend(mi,mx))){
. R «m,
33.
34. endfor
35. R « {my,m, ....my: EngTrust;, = EngTrust;;..1)Vx}
36. R « R\{m,:x > N}
37. Jelse if ¢ == ‘Popular’ {

38. foreacm, € M do
39. if RopTrust,, = AvgPopTrust; &
40. PTK? > AvgPoplInteraction; & PT? > th &
not(Friend(mi,mx))){
41. R «m,
42.
43. endfor
,44. R « {my,m, ....m,: PopTrust;, = PopTrust;;,)¥Vx
HAS. R « R\{m,:x > N}
46. }

47. return (R);

includes three conditions akin to those in the joes
algorithm (Algorithm 1: lines 37-46).
C. Social Graph

One of the most common social graph is a ‘friergiglph.
The friend relationship is mutual, i.e., if A idr&end of B,

then B is a friend of A. These relationships caustie
represented as a bidirectional graph. Getepresents the
friendship social graph in the community, where e®d
n € N represent members of the community, and the link
1 € L represents the friendship between members.



Algorithm 2: SocialGraphRecommendation (mi, N, t)

1. Input: member mi, number of recommendation N, tgpalgorithm
t

2. Output: list of recommendation R;

3. M < all members

4. F « {(mx,my), et Friend(mx,my)}

5. if (t=="FOAFY{

6. foreachn,,m, € M do

7. Friends, « my: (mx,my) €EF;

8. Endfor

9. foreachn, € Friends; do

10. foreach, € Friends, & m,, # m; do

11. FriendsOfaFriend; « m,;

12. Endfor

13. endfor

14. R « {(my, P): P = count(m, € FriendsOfaFriend;)}

15. R < R\{m;,m; ..m,: P, > P, ,}

16. R « R\{m,:x > N}

17. Jelse if (t == ‘MostFriends’)

18 foreachmn,,m, € M do

19. if fn, # m; & my, # m;){

20. Friends, « my: (mx,my) EF;

21.

22. endfor

23. R « {(my, P): P = count(m, € Friends,)}

24, R < R\{m;,m, .. my: P, > P, y4}

25. R « R\{my:x > N}

26. }

27. return (R);

1
Let n; & n, represents the links between nodgand n,
in G¢, then the friends in the community is represeited

Friend(m;,m;) = {3n, <i>nje Ge ANAmy,m; EM A n; =
m; A 11j = 711j} (7)

Similarly, the set of a pair of friends in the conmmity is
represented as:
F = {(mi,mj): Friend(m;, m;)} (8)
The set of friends of a member in the community is
represented as$; = {m;: (m;, m;) € F}.

One of the important relationships in a social grapa
FOAF. It is defined as follows:

FOAF = {(m;, my):Vm; € F; A (mj,mk) € F Amy +my}

1:()[1f% = {77%1 (7ni,1nj) € 17()14}7} (S))

D. Social Graph Based Algorithms

We now define two algorithms based on social graphs
Their pseudo code is shown in Algorithm 2. It haseé
input parameters similar to that of Algorithm 1.eTfirst
algorithm, FOAF, recommends the friends of a frifimtks
5-16), as defined earlier, with the assumption seaheone

is likely to befriend the friends of their friendsln this
algorithm, members are sorted based on the number o
common friends (lines 14-15). If the number is ggethan
the requested number of recommendations, the ralidted
with the requested number of members is returniee (I
16).

The second algorithm is MostFriends (lines 17-25).
this algorithm, members are ranked based on théeuof
friends they have. Unlike FOAF, this algorithm doest
care about the connections with the member to wtigen
recommendation is generated. The underlying assampt

here is that people who already have a large nurober
friends are likely to have yet more friends, immember is
likely to want to be friend with the member whoeady
has a large number of friends, and that membekasylto
accept friendship requests.

IV. EXPERIMENTALSETTINGS

We hypothesise that, when articulated friendshipvaeks
are small and data on users scarce, our algorithiths
outperform generic and FOAF algorithms. Our evadunast
are done on a set of interaction logs gathered ftoen
Online Total Wellbeing Diet (TWD) Portal, a social
networking platform for adults embarking on an paliiet

(3]
A. Online Portal and Data Set

The TWD portal was typical of online social netweduch

as Facebook and MySpdaghere each user is represented
by a profile page containing a profile image, sqraesonal
information, attributes related to food, exercisada
interests, a photo gallery, a friends list, a waflessage
board) and a personal blog. Only friends could read
write on a person’s wall. Friendship requests wargsible
by clicking on an “Add Friend” button on the prefipages.
Requests could be accepted, rejected or ignored. A
discussion forum on the portal’'s Home page supgdorte
group discussions and question answering. All adions
with the site by participants were recorded.

The TWD online portal was trialled for 12 weeks twit
8,112 registered participants, of which 5,279 bexawtive
members (i.e., members who have logged in at teas).

We only considered member activities from forum batuty

data to generate our social trust scores, as teggesent
members’ behaviours toward each other. They apaish
in Table 1. There were 1,810 unique members withaest

one activity in the forum or a blog. Among them770

had at least one engagement type activity and 54@aat

one popularity type activity. The data set inclu®&sgd27

activities performed by the 1,770 members, 86% bictv

are passive. Active activities include 1,881 ratamdions

and 11,489 comments. The blog attracted more #e8vi
than the forum.

Table 1. Members’ activity counts in our data setdxcluding
friendship requests — see Table 2)

Context—> Forum Blog Total Interactions
Activities J |Comment Post Total |Comment Post Total

Ratings 1013 122 1135 0 746 746 1881
Commenting 1933 904 2837 1446 7206 8652 11489

0 19366 19366
2846 20392 23338

0 64091 64091
1446 72043 73489

83457
96827

Viewing

Total
We extracted relevant data from the portal for the

purpose of our experiments in two steps as follows.

Step 1: Constructing Two-Mode Behaviour Network
We first extracted the behaviour for all membersowh
participated in the blogs and forum. An individual

% www.myspace.com



member’s behaviour provides all the activities perfed
by the member in different contexts. This meamsavides
us a two mode network.

Step 2: Constructing One-Mode Interaction Network

success is whether the algorithms can identify [setmt
are sent friendship requests. The second measoke kit
whether the algorithm can identify people that ldely to

respond positively to that request, i.e., idenfiople that

As the two-mode network obtained in step 1 does not2CCcepted the requests.

provide all interactions between the members that a
essential for our friend recommendation algorithme
converted it to a one-mode network. If two userseha
viewed the same post, we have considered it aswing
interaction between them.

The interaction logs had some limitations that inipd
on our analysis. Viewings comments of forum andgblo
were not distinguishable from viewing the forum didg
posts themselves, in part due to the interface likted
comments under the posts. Rating of the blog cortsnen
was not permissible. Finally, the trial site expaded some
technical difficulties in its first few days and dasne
unreliable and unavailable for a time. Howevegrfdships
established in this time were included in our dataus, we
include friendship activity for the entire duratjdsut only
viewing and commenting data from the stable period.

The friendships data used for our evaluation isnghim
Table 2: 396 members sent 2,608 requests to 572berem

357 members accepted at least one request, thereb

creating a total of 2,194 friendships in the comityur2l
members who rejected 29 requests, and 261 meméees n
responded to at least one request, resulting inp&raing

A number of measures can be used to evaluate scces
such as precision, recall, accuracy, success, Sunea
mean average precision, failure, etc. The typenedsures
to be used in evaluating recommendation algorithms
depend on the aim of the algorithms and the prigsetb
be measured [23]. We measure performance using the
traditional Precision@N and Recall@N. We definenthe
using the confusion matrix shown in Table 3.

a
Precisi N = —— Recall@N =
recision@ P ecall@ o,

In addition to these, we use coverage [18], which
measures the domain of items over which the
recommendation algorithms can make recommendations.
Coverage is measured using two different methatpaest
space coverage and member space coverage. This fiost
identify the percentage of requests for which tlgerithm
is able to generate a recommendation list. Therskto
calculate the percentage of all available usersateever
recommended to a request. In our evaluation, veetls
Yormer method, i.e., request space coverage. Thus,
coverage in our context is defined as the percentdall
the actual requests for which the algorithm coddeagate a
recommendation list of size > 0.

requests. There were 115 unknown requests, as some

members never came back to the community afterviage
the requests.

Table 2. Basic Statistics of Friendship Requests

396
572
357
21
261
500
2608
2194

# of unique members who sent friendship requests

# of unique members who received friendship requests
# of unique members who accepted friendship request
# of unique members who rejected friendship requests
# of uniqgue members who did not respond to requests
# of uniqgue members who made friends

# of friendship requests

# of accepted requests

B. Evaluation Metrics

It is difficult to evaluate the people recommendati
algorithms, as “success” can be defined in a waradt
ways. For example, the successful outcome of
recommendation algorithm for an online dating comityu
could be (a) the viewing of the profile of a recoemded
member, (b) the exchange of information betweemtl{e)

a successful follow up date, and (d) a successéddmg.
Therefore, it is imperative that we first definecsess in
our context. We consider two measurements of sacces
one stricter than the other. The aim of the reconmtee
system is to identify potential friends for othénsan the
network. Part of this is the identification of pémphat a
requester would like to be friends with, but thesw
component is whether the recommended person wikgd |
to be friends with the requester. Thus, our firgtasure of

Table 3. Confusion matrix for Top N recommendationgor
each friendship request

Top N Relevant Not Relevant

(Requested or accepted) (Not Requested or Not Accepted)
b

Recommended a
Not Recommended c d
V. EXPERIMENTALRESULTSAND ANALYSIS

Data analysis: The aim of our analysis is to answer the
following questions: (a) whether our social trusiséd
algorithms can identify appropriate friend candésafor
the users of the Online TWD Portal as well as hcamynof
those requests end up being friends, as suggegptgtilh
(b) whether our social trust based algorithms apgpped
to deal with the problem of cold start at the begig of
the community, when there are not enough interastaata
and the social graph has not even started to lugld(c)
whether the algorithms based on mutual interactiares
better in predicting the accurate friendship retpias
comparison to the algorithms based on overall autgons
in the community; (d) whether the passive inteargihave
an effect on the overall performance of the algoni. To
this end, we ran an offline analysis, using artted
friendships as the ground truth.

We tested the performance of the seven algorithms
described in section Il B, using the metrics deéinin
section IV B. Five of those algorithms were basedtte
social trust, and two based on the social graple. Sdtial
trust based algorithms included two algorithms Hase
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Figure 1. Recall@N and Precision@N, when the succeis the identification of a request recipient.

individual interactions (Engagement, Popularityll ahree
community based algorithms (MostPopular, MostEnda
and MostSocidl The graph based algorithms are base
algorithms typically seen in friend recommende
applications (FOAF and MostFriendshhey exploit only
the articulated social graph.

Methodology: 2,608 friendship requests were logged
the system. For each of the friendship requestsneted
the requester, the recipient and theuest tim. Each
algorithm generates a ranked list of riend
recommendations for the requester, given the s
network structure (or social graph) and interadi@yggec
at request timeRecommendation lists containing 10
100 are discussed in our evaluation to show
performance of algorithms when sinand large numbel
of recommendations are required. The requiremehts
friend recommender system could vary based on off
network in which it is deployed. We examined theaBi
recommendation lists by varying N fron-10 in single
increments, anddts containing 100 recommendations,
varying N in intervals of 10.

A. Algorithm Coverage

We begin by discussing the algorithm coverage usii
metric defined earlier, i.e., the percentage of #&08
friendship requests for which each algorithm wake to
generate a recommendation list containing at |esm
member of the community. Four algorithms achieve%
coverage: MostPopular, MostEngaged, MostSocial
MostFriends. The Engagement algorithm cannot n

recommendations in 4.6% of cases, beciof insufficient
activity on the site to generate a recommenda
Similarly, the Popularity algorithm can only gerter
recommendations for 74% of the considered instaridgs
is a result of passive users on the network. Ifaukave no
sufficiently interacteddirectly with others on the network,
in the form of activities such as comments andhgatj ther
these algorithms cannot make recommendations. F
achieves 88% coveragthis reduction in coverage is due to
the algorithm’s reliance on the tat user having at least
one friend, or for their friends having at minimwof one
other friend.

B. Algorithm Accuracy

As mentioned, we have two measures of success
identification of recipients, and the identificatioof
recipients who accept the friendship requests. V&g s
Figure 1by examining the performance of the algoritt
when success is identifying people who receiveshfishig
requests. Figure 1 (ghows the average Recall@N for
algorithms when lists of 1 to 10 recommendations
considered.

We note the poor performance of the FOAF
Popularity algorithms. Both of these orithms are likely
to suffer heavily due to the cold start problem.thfiew
articulated friendships and few direct communigadi
going on in the initial days, these algorithms gtfe to
generate long lists of recommendatiowhich in turn
impacts healy on their ability to identify potential friend
We note that this poor performance continues evbean
lists of 100 are generateak shown itFigure 1(c). Most
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Figure 2. Recall@N and Precision@N, when the success is therect identification of a recipient who accepted e reques.

algorithms show steady increases in recall, with re
increasing as recommendation lists increase in Jike
Engagement algorithm, howevés different. Its recall fo
N<3 is greatr than all others, but thers performance
slows, and it is outperformed by the MostPopular .
MostSocial algorithms when N>5. The ngagement
algorithm might be an appropriate algorithm to us:
scenarios where a few recommendationsbeing shown
to a user. This operformance of the Engagemi
algorithm over the other algorithms clearly seen i
Figure 1b), which shows the precision for ec
algorithm. The Engagement algorithm achieves da
the precision when N=1 in comparison to all algonst
except the MostSocial and MostPopularer which it has
a relative increase of 30%. Once again we seeutees:
of the algorithm being short livednd the precision whe
N >=5 is more comparable to thattb& other algorithm:
We note the flatness of the FOAF and MostEng:
algorithms, which do not reflect traditional precis
curves.

Although it is not practical to recommend more tla
few members for friends, we have extended
evaluation upo top 100 in order to understand the tr
in Figure 1c) and (d). One characteristic of 1
Engagement and Popularity algorithms is that -
produ@ short recommendation lists. Thus, we did
calculate precision and recall for=liC-100. We see a
clear benefit across all N for the social trust euok
algorithms in comparison to the FOAF algorithm.

note that the MostFriends algorithm does compgvely
well. However deployingthe MostFriends algorithm in
the real world is likely tde problematic. Recommendi
popular people to everyone on a network is
sustainable and would result in a small portionttu#
community (the populapeoplé) receiving lots of requests
and large portions of the community never be
recommended to others, which is not the type ofvoek
structure that we woullike to encourage.

Until now we have focused on predicting friends
requests, and we have seen that owngagement
algorithm performs best for small recommendaticts|
with all social trust algorithis outperforming the social
graph algorithms. We move now to our second, sir
measure of success, predicting friendships, ieguests
that are accepted6% (414 of all friendship requests in
the Online TWDsite were rejected or ignor« Ignoring a
request resulted in a pending request which cod
pending and seen, or pending but unsas was the case
if the recipient never logged into the systemsee the
request. Email notifications were not generatedthoy
Online TWD system. Pending and rejected requests
for the purpose of this analysis, considered tthbesame
Figure 2 shows the performance of the algorithms
identifying the accepted friendship requesiusing
Recall@N and Precision@N aresults lists of size 1-10
and 10100. Once again we see the highest precisior
recall for low values of N achieved by the Engagen
algorithm, in Figure Za) and (b), but this time followe



closely by the MostSocial and MostPopular algorih
which overtake the Engagement algorithm when N >
The FOAF algorithm is clearly outperformed by tlogial
trust based approaches. The MostPopular and Mdsi¢
approaches outperform all others when N:
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Figure 3. Ratio of accepted versus rejected or pehdin
requests when N=10.

Focusing on the proportion of requests converte
friendships, Figure 3hows the success of each algorit
with the accepted friendships in blue and the teptanc
pending in red foracommendations lists of size 10. !
observethat the FOAF algorithm has a low success |
as indicated by the previous recall and preci
diagrams, but we note here that the portion caccepted
hits (97%), exceeds thatf social graph algorithm
Similarly, MostPopular has a 98% acceptance ratio.
ratio of the social behaviour algorithms rangesnfr8<-
92%, but this is offset by a high precision andate
values as discussed earlier.

Table 4 shows the ratio of accepted to rejected
N=1-10. We note that the FOAfand MostFriends
algorithms maintain a steady ratio in excess of !
accepted friendships across all N. For the mart the
Engagement algorithm is stable at 90% but we
changing ratios, however, for thether social graph
algorithms with the ratio of accepted request aéutj as
more recommendations are considered.

Table 4 Percentage Accepterequests over all 1
Algerithms N=1 N=2 N=3 N=4 N=5 N=6 N=7 N=8 N=9 N=10
MostPopular a8 98.2 97.8 96.5 26 96.1 95.7 94.1 93.7 92.8

MostEngaged 98.3 94.9 89 87.7 85.6 87.4 88.6 88.5 89 89.3

MostSocial 95.9 96.4 95.5 93.1 91.2 89.7 90.8 90.6/ 91 91.4
Engagement 86.7 90.6 90.9 91.1 91.2 91.6 91.2 91.3 91.8 91.5

Popularity 94.3 94.4 92.2 90.9 89.1 89 89 89 88.7 89.3
FOAF 95.5' 98 98.6 928 96.9 97.4 97.2 97.5 97.3 97.5
MestFriends 100 98.9 99.3 99 99.2 98.9 98.8 98.7 97.6 97.7

We believe that this is due to the visibility oF®AF
network in the profile page in TWandthe fact that a
member can only acceptraquest through the sende
profile page. When a receiver sees some of hi$ftezrds
are alsahe friends of the sender, the receiver may ha
higher chance of accepting the request. It is plaosible
that people who have at least one friend in thevout
are more likely to accept and additional frienduest.

VI. CONCLUSIONSAND FUTUREWORK

We have presented a set of algorithms for fri
recommendationsn online communities and evaluat

their performances on a data set obtained the CSIRO
Total Welbeing Diet portal. Overall, the results indic
that social behavioubased algothms outperform social
graph based algorithms. Wemake the following
observations from our analysiAn individual's social
behaviour in the community is a good indor for being
invited to be friends bgther members in the communi
On balance, social trust algorithms are good dutire
bootdrapping stage of the community, wl there are not
yet manymutual interactions in the commur, and no or
only few nodes in social graphs. TrEngagement
algorithm performs better than other algorithms if
prefer to recommend a few friends, which we belie
more realistic in online communitie:

In online communities where the number of membes:
moderate, we could use community based algorit
such as MostSocial, MostPopular and MostEngac
proposed in the papéeFhese algorithms hava propensity
for recommending the same meml, however.

In our future work, we will look to expand on t
current analysis, focusing on two distinct areaislewing
our criteria for success and examining in more detel
temporal context of the recommendations. As
mentioned, there are several parameters that
indicate a successful friendship. We used
straightforward measures here, identifying releyaeuple
for friendship requests, and relevant people whd
accept such a friendship request.the future, we will
look beyond these to the friendships that werebéisteed,
and look at active and passive interactions to guthe
value of the friendship a its role in sustaining
participation with the community. We plan to caoyt
further analysis into thperformance of our algorithms
various time points, to understand how the algoréttare
impacted upon by the size and density of the coniiy
andthe levels of interactions. In addition, we plandok
at other recommendation applications, beyond fr
recommendations which could leverage our sociadt
based models to recommend blogs and forum pos
well as content and update
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