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Abstract—Mobile cloud computing (MCC) is evolving to
efficiently and collaboratively utilize the ever-ircreasing pool of
computing resources available on mobile devices. lsuch high
dynamic networks, nodes are susceptible to failuréor many
reasons, for example, being out of battery or hijdeed. Managing
reliability of dynamic mobile resources provides a strong
motivation for proactive autonomic management capattties in
the MCC. To this end, we propose a reliable collalvative
mobilecloud management system (MobiCloud), which
automatically manages task scheduling and reliableesource
allocation. MobiCloud utilizes our new opt-in, prealiction and
trust management services to realize reliable cloufbrmation and
maintenance in a dynamic mobile environment. In tt8 paper, we
present MobiCloud architecture and its associated ®@active
Adaptive List-based Scheduling and Allocation AlgoithM (P-
ALSALAM) for MCC. This algorithm dynamically maps
applications' requirements to the currently or potentially reliable
mobile resources. Simulation results demonstrate #t our
proposed system not only significantly improves péormance,
but also substantially enhances the stability of ntileclouds.

Keywords- Cloud management; mobile cloud computing; fault
management; reliability; autonomic computing; collaborative
computing

. INTRODUCTION

Cloud computing is a rapidly growing paradigm prsimg
more effective and efficient utilization of commagiresources
by invariably all cyber-enabled domains rangingrfrdefense,
to government, to commercial enterprises. In itstrbasic
realization, cloud computing involves dynamic, @ewnd
allocation of both physical and virtual computiegources and
software, usually as commodities from service piers over
the public Internet [1].

configurable computing resources that are harvesterh
available or potentially available local or remat&les that are
either mobile or fixed over a network to provide-ademand
computational services to users. Therefore, MCG%#l is
associated term mobilecloud that we coin here, lesab
exploiting the computing power of mobile and fixddvices
directly even when no Internet is available.

Every mobile node with a connection to the mobdad
can be a user or a provider of the mobilecloudssueces. The
mobile nodes freely using or providing the resosiraeailable
are considered to be self-directing, self-orgaigjizand self-
serving. But the providers of mobile resources fad it
difficult to remain motivated to participate in aohilecloud.
On the other hand, selecting the right resoure@erimobilecloud
environment for any submitted applications has gpnrale to
ensure QoS in term of execution times and perfooman
Reputation mechanism acts as a complementary agproa
which relies on analyzing the history of the quabf service
provided to do resource selection for submittedlieaions.
However, most of the proposed approaches [3] [4isicter
each participant locally stores its own rating ealuof
reputation that would be a threat when that setfragte
reputation information is not reachable. Conseduygtitere is
a need for a solution that globally monitors thentime
performances of services and provides reputable ilenob
resource providers.

Participants of a mobilecloud depend on the access
network to be able to connect to the cloud, whigenpanent
connectivity may be not always available. This peab is
common in wireless networks due to traffic congestand
network failures [5]. In addition, mobile nodes aresceptible
to failure for many reasons, e.g., being out oftdwgt of

Recently, principles of cloud computing have beenhijacked. Managing reliability of dynamic resouraenfined

extended to the mobile computing domain, leadingthte

in a mobilecloud provides a strong motivation fapactive

emergence of Mobile Cloud Computing (MCC). A MCC autonomic management capabilities for mobilecloutts.

system (MCCS) has been defined from different viawthe
literature [2]. One of these perspectives definddGCS as a
way of outsourcing the computing power and storfrgen
mobile devices into an infrastructure cloud of &xe
supercomputers. Here, a mobile device is simplgranihal
which accesses services offered in the cloud. Aevothew
defines a MCCS as an infrastructure-less cloud ith&drmed
locally by a group of mobile devices, sharing tremputing
resources to run applications. This paper adoptsextends
the latter definition as follows: A MCCS is a shéngool of

general, there is a need to know how a providemobile
resources is suitable to participate and form ailecbud.

In this paper, our main contribution is in the aref
reliability for mobile cloud computing along twordctions:
First, we propose a mobilecloud architecture, Mddi@,
which utilizes our new opt-in, prediction and trashinagement
services to realize reliable mobilecloud formaticand
maintenance in a dynamic mobile environment. Secovel
propose a Proactive Adaptive List-based Schedukmgl
Allocation Algorithm to map applications' requiremte to the
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currently or potentially available mobile resourc€kis would
support formed mobilecloud stability in a dynamasaurce
environment.

The remainder of this paper is organized as follolms
section 1l, we present our previously proposed &f@loud
system. In section I, we discuss some relatecksvtm form a
reliable mobilecloud. Proposed services for traahagement
and prediction of resource availability are presdrih sections
IV and V, respectively. In section VI, we presentadel to
form and maintain a mobilecloud and detail our psgd
proactive adaptive task scheduling and resourcecatibn
algorithm. In section VII, we discuss the perforrman
evaluation. Finally, section VIII concludes the papand
outlines future work.

II.  BACKGROUND

Ill.  RELATED WORK

We discuss related work in some areas relevant to

scheduling and allocating reliable resources foppsuting
stable MCC formation as follows:

A. Availability of Clouds

In a cloud environment, it may be possible that somodes
will become inactive because of failure. Therefdtes entire
work of unsuccessful jobs has to be restarted, thadcloud
should migrate these jobs to the other node. THanaancy
concept is a solution to achieve failover for hamglifailures
[9] [10] [11].There arebasically two options of redundancy:
replication and retry.

Replication is redundancy in space where a numlber o
secondary nodes, in stand-by mode, are used as rexdicas
of a primary active node. They continuously monttoe work

In [6], we proposed the PlanetCloud concept to lenab of the primary node to take over if it fails. Hoveey this

MCC to tap into the otherwise unreachable resounsbich
may be located on any opt-in reachable node, rétiaer being
exclusively located on a static cloud service pders’ side. A
key PlanetCloud component was the Global
Positioning System (GRPS) that we presented inildet§/].

GRPS adopts a spatiotemporal calendaring mechawism
real-time synchronization to support dynamic r@akt
recording and tracking of idle mobile or fixed rasmes. The
calendar consists of records including data abog, tlocation,
and computing capabilities of GRPS participants PSRalso
forecasts the availability of resources, anytimd anywhere.
GRPS makes use of the analysis of calendaring atatpled
with data from other sources such as social netwgrko
improve the prediction accuracy of resource avditgb In

addition, the GRPS provides hierarchical zone &chire with
a synchronization protocol between different lexaflzones to
enable scalable resource-infinite computing.

approach is only feasible for fixed servers omié hodes are
few [9]. As this paper focuses on providing the hhig
availability for mobile nodes, having replica ofl ahobile

Resourcgodes will not be feasible as it will increase ctewjy, cost

etc.

Retry is redundancy in time where a try again pssctarts
after a failure is detected [11]. In this paper,c@esider a retry
options to achieve failover coupled with forecastédrmation
about the future resource availability, as an inputour
proposed proactive management algorithm, to mirénttze
mean time to repair (MTTR). MTTR is the time reauirto
detect the failure and try again.

Most of the existing resource management systerBs [1
14)for MCC were designed to select the availablebifeo
resources in the same area or those follow the saovement
pattern to overcome the instability of the mobileoud

Integral to PlanetCloud is a Collaborative Autonomi €nvironment. However, they did not consider moreegal

Resource Management System (CARMS) [8],
automatically manages task scheduling and resali@eation
to realize efficient cloud formation and computirig a
dynamic mobile environment.
architecture using the key features, concepts aimdiples of
autonomic computing systems. Components of botRKZ&
and GRPS architectures interact with each other
automatically manage resource allocation and takkduling
to affect cloud computing in a dynamic mobile eamiment.
CARMS comprises two primary types of nodes: Clowgkewt
and participant nodes. A Cloud Agent, as a requést®drm a
cloud, manages the formed cloud by keeping trackllothe
resources joining its cloud using the updates veckirom the
GRPS. A participant has a knowledge unit that idetua local
spatiotemporal calendar, which includes spatial tamdporal
information of the involved resources. The partitipobtains
settings about the scheduled/requested cloudscand griority
defined parameters through the knowledge unit. Algo
contains information about the formed cloud, etgpes of
resources needed, the amount of each resourcentged,
and billing plan for the service. The design of quevious
work did not consider the reliability of offerecsmirces.

whichscenarios of users’ mobility where mobile resoursigsuld be

automatically and dynamically discovered, schedudédldcated
in a distributed manner largely transparent to theers.

We designed our CARMSAdditionally, most current task scheduling and rtese

allocation algorithms [15-19] did not consider frediction of
resource availability or the connectivity among iif@hodes in

ithe future, or the channel contention, which affethe

performance of submitted applications. Consequetitére is a
need for a solution that effectively and autonothjomanages
the high resource variations in a dynamic cloudrenwent. It
should include autonomic components for resourseodiery,
scheduling, allocation and monitoring to providequitously
available resources to cloud users.

B. Reliability and reputability of resource providers

Research in resource management systems and lahgerit
for mobile cloud computing is still in its infancyn [12],
authors proposed a preliminary design for a frantkwo
exploit resources of a collection of nearby mobiévices as a
virtual ad hoc cloud computing provider. In [13],n@obile
cloud computing framework was presented. Experimdot
job sharing were conducted over an ad-hoc netwiaking a
user group of mobile devices. The Hyrax platfornd][1
introduced the concept of using mobile devices exource
providers. The platform used a central server tvdioate data



and jobs on connected mobile devices. Task schegaind
resource allocation algorithms were reported in19h These
algorithms used cost, time, reliability and eneagycriteria for
selection.

The majority of previous frameworks for servicecdigery
and negotiation models between cloud users anddaevsuch
as [20] did not consider the reliability of offeredsources.
However, in all mentioned works [11-20], a methbdttcan
determine the reputability of offered resourcawmissing.

IV. TRUSTMANAGEMENT SERVICE

Reputation is one measure by which trust amongraifit
participants of a mobilecloudcan be quantified amasoned
about. Reputation systems can be used to managetiep of
mobile nodes as resource providers, according ¢ QoS
provided, as well as reputation of mobile nodesussrs,
according to their usage of resources.

In our trust management service, as shown in Fig.
automatic feedback, about participants’
aggregated and distributed. In a mobilecloud, thsources
allocated to a user’s application are known to uker, as a
cloud agent, making it easy to obtain user's feelbdhis
feedback is an indication of the satisfaction ar usmehieves
after obtaining a service. Thus, the informationhi$ feedback
is used to create reputation about particular mresoproviders
and users. Reputation of resource providers coeldded by
our CARMS to improve allocation of user tasks biestng
reputable mobile resource providers. While, reportadf users
could be used to achieve security level requireddspurce
providers.

We integrate the trust management service as [dteo
GRPS to interact with CARMS and help in selectitg t
resource providers based on their score of crétgilbd deliver
the requested computing capability. Integral to thnest
management service is a reputation evaluator.

Trust Management Service provides a trust modekthvhi
enables a symmetric trust relationship between récjpant
and a GRCS. We quantify the trustworthiness of rigigant
in various degrees of trust, which is expressed asmerical
range. The trust management services consist dbtlosving
components.

Security Evaluator: evaluates the types of authatitin
and authorization mechanisms considered in the risgcu

GRCS/PRCS

Local History/

) Future Data GCM/PCM
(= —————

Trust Management Services 1

Group Spatiotemporal
Resource Calendar

Security
Evaluator

Reputation
Evaluator

Authorization

Authentication

ID/Password History/ Future Data I

Other GRCS/PRCS

Figure 1. Trust Management Service.

service. A numerical trust value, score of credipil is
assigned for these mechanisms.

Reputation Evaluator: verifies the participant'spanse by
comparing it with the data of a participant whiale aaved in
its group spatiotemporal resource calendar. Theltre$ this
verification is evaluated by assigning a numerinadt value to
a participant. After, a participant finish executiof the
assigned task, a Cloud Agent sends a feedback iasliaation
of the satisfaction a user achieves after obtainisgrvice. The
reputation evaluator assigns and adds the resdltstso
evaluation to this feedback to the total numetiaadt value.

The more successful participation of a mobile node
mobilecloud,the more credit a participant can get
PlanetCloud related to its past behavior. The sadreach
mobile participant is an estimate to its futureddogity that the
participant is reliable. These values might be usetinprove
both reliability and fault tolerance of the moblmad. A result

1a node will be accepted as a participant of a molaild if a
behaviore ar participant owns at least the minimum thresholdeco

Trust values of participants are stored and symihed as
records in both local and group spatiotemporal ueso
calendars at PRCS and GRCS, respectively.

At time t, the score of credibility is computed Wwgighing
the numerical trust value record in a spatiotenipoatendar
with a time decay weight. This would motivate thieyiders of
mobile resources to participate in a mobile clonminiation and
not remain inactive for long period of time.

V. PREDICTION SERVICE

A key module of the GRPS is a prediction servic8)(Bs
shown in Fig. 2. It uses different sources of datencrease the
forecasting precision of resource availability. W different
types of databases that are related to the patitigdi.e. the
group spatiotemporal resource calendar, event daterthe
resource profile, data from social networks and eith
databases). PS contains three main processesaasgstol

1) Data preparation:Data may be collected and selected
from different database inputs. Cleaning and pregssing are
performed on the selected data set for removingrefimncies
, inconsistencies,and improving the quality of dst

2) Knowledge extractionit is used to find out the possible
patterns and rules from existing databases. Assoti&ules
Mining Service (ARMS) is a major service of the R@ijch is
used for turning the data of a participant into fuke
information and knowledge.

3) Prediction model:This uses the extracted knowledge,
from both history and future data, as an inputhef prediction
algorithm. This model gives a probabilistic value the
expected availability of resources in the future.

PS delivers the data of resource availability ituffe to the
calendar manager, which updates them in a spatiaierh
resource calendar. These data can help in clouctemance.

VI.

In PlanetCloud, a cloud application comprises a lpemof
tasks. At the basic level, each task consists séquence of

MOoOBILECLOUD FORMATION AND MAINTENANCE



nodes, participants. The subset locally storesstate of the
emulated virtual node. The real nodes perform theks
assigned to their emulated virtual node. If a feobbde fails
or leaves the cloud, it ceases to emulate thealimode; a

regicted Resources prciction | | Knowiedge bata [ o mobile node that joins the cloud attempts to piie in the
“Probabilistic Data” Model Extraction Preparation | ¥ = emulation. CARMS attempts to provide each subsdh i
—2 sufficient number of real mobile nodes, such timatase of
o failure, a redundant node can be ready to sulestihe failed

Databases node .

Figure 2. Prediction Service. B. Mobilecloud Formation

instructions that must be executed on the same. fi@d&s of a
submitted application are represented by nodes dineated
acyclic Graph. The set of communication edges anthage

The mobilecloud formation process can then beestdry a
Cloud Agent by submitting an application which detahe
preferred number participants, duration, etc. Tomfoa

nodes show the dependencies among the tasks. Tge ednobilecloud, we need to find suitable participadtging a
e;;joins nodesv; andv; , wherev; is called the immediate node filtering phase as a shown in Fig. 3. In nétiering

predecessor of;, andv; is called the immediate successor ofPhase, data is needed from prospective participantsree

v;. A task without any immediate predecessor is dadle entry
task, and a task without any immediate successaralied an
exit task. Only after all immediate predecessora tafsk finish,
that task can start its execution.

A. Application Model

For simplicity, we start with a basic applicatiooadel. The
load of submitted application is defined by theldaing
parameters: the number of submitted applicatidmes,number
of tasks per application, and the settings of dashk. For
example, the input and the output file size ofsk taefore and
after execution in bytes, the memory and the nurolb@ores
required to execute this task, and the executioa tf a task.

Based on the criteria for selection, we mainly neftwo
matrices: Criteria costs matrix;, of sizev xp, i.e., c;; gives
the estimated time, cost, or energy consumpti@xézute task
v;0n participant nodep;; and aR matrix, of sizep x p, which
includes criteria costs per transferred byte betwaey two
participant nodes. For Example, time or cost todfarn bytes
of data from task;, scheduled op,, to taskv;, scheduled on

Di-

As an example of time-based selection criteriagt of
unlisted parent-trees is defined from the graphrevizecritical-
node (CN) represents the root of each parent#deN refers
to the node that has zero difference between iitesastart
time (EST) and latest start time (LST).The EST déskv; is
shown in (1). It refers to the earliest time thktpaedecessor
tasks can be completed. ET is the average exectit@nof a
task.

EST (v;) = max

vmEpred(vj (1)

WhereET (v,,) is the average execution time of a tagk
and pred@;) is the set of immediate predecessorwofThe
LST of a task;is shown in (2).

LST (vy) = ){ LST (vip)} — ET(vy)

){ EST (vy,) + ET(vim)}

max
Vm Esucc(vj

()

Where sucaf) is the set of immediate successorg,of

A CARMS-managed cloud consists of resources omalirt
nodes that meet the cloud applications’ requiremeBach
virtual node is emulated by a subset of the regsichl mobile

categories: i) future availability, ii) reputationand iii)
preferences. Data gathered in a node filtering @leasibles the
Resource Manager to form a cloud which aims atessed
reliability as an outcome.

Participants willing to participate in the mobileed can
submit the required data to the CARMS Resource ganaf a
Cloud Agent. All data are assessed, which results fineasure
of fit between participants and submitted applorai

The data required are already gathered such tlaPth
delivers the data of resource availability in feturo the
calendar manager of a participant resource calerglaervice
(PRCS). Also, reputation data of resource providars
obtained as the score of credibility provided by ttiust
management service of their PRCSs. The preferentes
resource providers are obtained from the knowledgeof the
participants. The assessment of Preferences ofciparits
determines the overlap between the cloud charatitsriand a
participant related preferences. If they do notriege a
participant will not be included in a mobilecloudrrnation,
e.g., when a participant only want to participateai traffic
management cloud, while the requested mobilecloudl w
provide a multimedia services, thus this two pgréint will
never be included in a mobilecloud. As a first stepthe
mobilecloud formation process, the preferencessassent can
limit the number of resource providers to be com®d.

Application
Submission

Node
Filtering

Task
scheduling Cloud Agent
___________________________ Participants
) ¥ 3y
[ Tasks ] [ Tasks ] [ Tasks ]
Execution Execution Execution
1
_______________ -
Receive Cloud Agent
results

Figure 3. Parallel task execution in MCC.



However, resource providers could negotiate prafere and

change them. After this first step is completede ttloud
formation process continues with the reputation é#uttre
availability data. An example of these interactimglustrated
in Fig. 4, which depicts the procedures of cloutrfation.

However, the main focus of this paper is on how Based on this rule, we mainly define three matrices

mobilecloud can be formed when the data requirealresady
gathered. In this part, we only briefly introducewh the
assessments are designed to work.

The general mobilecloud formation rule we deduasmfr
these findings isReliability is fostered when participants show
high levels of preferences, resource availabilitydatrust
between resource providers and a Cloud Agent fag th
requested mobilecloud

Criteria preferences matriRr, of sizev xp, i.e.,Pr;; gives the
preferences to execute taskon participant nodg;; a T

matrix , of sizep xp, which includes trust score between any

We define general mobilecloud formation rules ape f tWO participant nodes; and & matrix, of sizev xp, which

targeting specific outcomes. In this paper, thresnegal
mobilecloud formation rules are defined, which deathe

Resource Manager to form clouds that are aimedaéeased

reliability as an outcome. Then, we translated thles into
mobilecloud formation expressions.

Assuming the data from the resource availabilityd an
reputation assessments and the characteristicemqfested

mobilecloud “preferred cloud size and duration” avilable,
the Resource Manager combines the two separat®fsdtta
by following particular mobilecloud formation rulesVe
consider prior research findings on mobileclouchfation in
the design of these rules. We present the genales we
deduced for forming clouds suited to achieve abé cloud.

Based on the general rules, we present two mobildcl

formation expressions.

C. mobileclouds fit for increased reliability

includes criteria availability of a participant reogh; from the
time a tasky; has been delivered to it till results are subrditte
to another participants. For example;; equals 0 when the

resources of a participant nogs is not available at least for a
period of time required to receive data of tagkexecute this
task and submit its results

We translate this rule
expression for reliable cloud participants as shawn(3).
When applied, it determines which participants hake
highest average reliability scores.

Pr .
F”:RI :WP %-{-WA\ |:|AVIJ +W-|— *Tj K (3)
X . ,

Where FitR,; is the fitness of a participamntfor reliability

outcomesMax_Piis the maximum possible preferences score

of a submitted taskTj is the trust score between ngdand

The follow research outcomes are considered for thﬁodek andW, W,, W, are weights.

formation of mobileclouds with increased relialyilit

After the node filtering phase, task scheduling mesdurce

1) Mobility of resources is a main concern that wouldgjiocation algorithm will come into action to schiel and

impede connectivity among a mobilecloud’s partioiga[12-
13];

2) Resources of a mobilecloud’s participants should b

capable and available within the execution of anstted
tasks[12-14];

3) Security is fostered when mobilecloud participants

show a reputability fit in behaviours, where acddssdata
relying on trust between cloud provider and custojdg].

Cloud Requester Participants
Del'in:e Cloud
iCloud Settings
Interface Base
Cloud Request @ Send Requests |®
participants
P-CARMS
Controller 7 (o) AcceptReject Responses |||| P-CARMS
! . Controller
: T @Rgsnme allocation
v Cloud Request + SLA | ] request + Task
: Scheduling Local Resource

Tnfo.
Clon Momager location Tadk
. Scheduling

'Virtual

Resource Allocation |

P-CARMS
Resource manager spor
Ana

reat (5)
Resource Request

¥

P-CARMS
Resource manager

GPRS
GRCS

f recommende

L participants @
[T e —1
Resource Calendar

Figure 4.Work procedures of cloud formation.

i Resource Query @ Query Result with IDs
H

allocate the tasks of given applications to reéatmdes.

é). Proposed Algorithm

We propose a generic GRPS-driven algorithm fortésé
scheduling and resource allocation: Proactive Adeptist-
based Scheduling and Allocation AlgorithM (P-ALSAMA
for mobile cloud computing. P-ALSALAM supports the
stability of a formed cloud in a dynamic resouroginment.
Where, a certain resource provider is selecteduto a task
based on the proactive resource discovery and dstiag
information provided by the GRPS. The algorithm sists of
two phases: initial static scheduling and assigrimbase, and
an adaptive scheduling and reallocation phase whidhbe
detailed later in the mobilecloud maintenance stiivse

1) Initial static scheduling and assignment phase

After, the information of virtual resources is sdotthe
Resource Manager for the appropriate real mobildeso
resource allocation, the Resource Manager useRdsource
Allocator unit, which interacts with the GRPS tadi the
available resources of every possible node a Cikgenht could
reach. GRPS provides the requester of a cloud with
information that matches the application requiretsiedhe
information includes location, time and the compgti
capabilities, future availability of these resow,ceand
reputation and preferences of the providers ofehiesources.
This information affects matrices of criteria favde selection.
Based on the next waypoint, a destination obtaifrech
GRPS, of each mobile node and the updated locatiche

into a mobilecloud formation



Cloud Agent, we can estimate which mobile node$ paks
through the transmission range of the Cloud Agent.

After filtering node phase of nodes, a priorityaisigned to
a node depending on the criteria of selection.dxample, in a
time-based approach, we may select a host sucththhtghest
priority is given to the nodes which are locatedide the
transmission range of a Cloud Agent, followed by tfodes
which are located outside this transmission ramgeveill cross
it, and finally to the rest of the nodes. Withirckearoup, nodes
are listed in descending order according to theilana
computing capabilities, e.g. their number of cooescentral
processing units (CPUs). Nodes, with the same céngpu
capabilities, are listed in descending order adogrtb the time
they will spend in the transmission range of a @Gl&gent.
This could minimize the overall execution and comination
time. As a result, a host list, H, is formed basedhe priorities
as shown in Algorithm 1 presented in Appendix.

The Cloud Agent sends the cloud formation request

through its Communicator unit, to all resource fdevs to in
the list of hosts H. According to the (earliestspenses
received about resource available time from alpoasers and
the criteria of selection, the responders’ IDs auished by the
Resource Manager in increasing order of parameterish
reduce their costs. For example, the respondinge Reg,,
with the minimum sum of expected computation tife€T) of
a task and expected ready time (ERT) of a nodm ithe top
of responders stack RS, top(RS). The expected taadyfor a
particular node is the time when that node becoavedable
after being connected with their peers and havikegated the
tasks previously assigned to it. This could redineequeuing
delay and therefore enhance the overall execuition t

The Task Scheduler unit of the resource managégrass
and distributes the task at the top of the listasks L, top (L)
to the host at the top of responders stack RSRSp(

2) Mobile Cloud Maintenance

We propose that each virtual node is emulated saybaet of
the real physical mobile nodes, participants. Tuiesst locally
stores the state of the emulated virtual node.rébknodes
perform the tasks assigned to their emulated Virtade. If a
mobile node fails or leaves the cloud, it ceasesntalate the
virtual node.

There is a need to design a robust mobilecloud eritiugh
redundancy in order to avoid service downtime. Hewvereal
mobilecloud is not failure free.

In this paper, we consider a failure model where on

submitted task is successfully restored on it. Aftee mobile
node got repaired, it becomes part of the pool wimcludes
redundant participants.

The actual measures, e.g., time, cost or enerquiresl to
finish a task may differ from the estimated dueh® mobility
of hosts, the resource contention and the faildranobile
nodes. For example, the mobility of hosts affahts actual
finish time of a task due to the delay a host takesibmit task
results to other hosts in a mobilecloud.

The Estimated Finish Time of a task on a nodep;,
EFT(v;, pj), is shown in (4), whereERAT is the earliest

resource available time.
EFT (v;, pj) = min{ERT (v;, p;) + ECT(v;, pj)} 4)

We propose an adaptive task scheduling and resource
allocation phase to adjust the resource allocatamd

Sreschedule the tasks dynamically based on bothupluated

rheasurements, provided by the Monitoring Managewell as
the evaluation results performed by the Performamwedyzer.

3) Adaptive scheduling and reallocation phase
The Monitoring Manager of CARMS aggregates the

information about the current executed tasks peradlg, as a
pull mode. Due to the dynamic mobile environmensth of a
cloud update the Monitoring Manager with any chanigethe
status of their tasks, as a push mode. Also, hpsisdically
update the cloud registry of a Cloud Agent with ahginges in
the status of resources, e.g. in case of failuoes€quently, the
Performance Analyzer could re-calculate the esgdat
measures of the submitted tasks. As a result, tasis
resources could be rescheduled and reallocateddatgdo the
latest evaluation results and measurements.

In algorithm 2, in Appendix, a rescheduling thrddhis
predefined by the Performance Analyzer such thslitstand
resources could be rescheduled and reallocateddpeily. If
a successor does not receive results of a task ftem
immediate predecessor within a period of time exual
predefined rescheduling threshdiyrcesnola, then the
Monitoring Manager of the cloud agent forms a thsk E,
which contains the tasks needed to be scheduleé Th
Monitoring Manager of the cloud agent informs the
Performance Analyzer to re-calculate the EFT a@fsk ttop(E).
The EFT is computed according to the latest infaoiona
obtained from the GRPS and the Monitoring Manag#rs
participants.

As a result, The Resource Manager interacts wdQRPS

more than one mobile nodes as resource providers Mo find the available resources of every possitiiéena Cloud

experience downtime due to failure. The availaldsource
providers will be classified in two different groupactive
participants, and redundant participants. The agiarticipants
group contains the mobile nodes that are currgratticipating

Agent could reach, which match the task requirement

A priority is assigned to a node depending on titer@a of
selection defined in the initial static phase. Alsthe

and running tasks of the formed cloud. The redundarfesponders’ IDs are pushed by the Resource Maniger

participants are working mobile devices waiting fasks that
eventually may need them in case of failure of ativa
participant. CARMS attempts to provide each sulbgét a
sufficient number of real mobile nodes, such timatase of
failure, a redundant node can be ready to sulestihé failed
node. A redundant participant becomes an activenwae

increasing order of parameters which reduce thests; e.g.,
EFT(v;, pj). The Task Scheduler unit of the resource manager,
in the Cloud Agent, assigns and distributes tlsk & the top

of the list of tasks E, top(E) to the host at the of responders
stack RS, top(RS).



VIl.  EVALUATION

To simulate the mobilecloud environment,
extended the CloudSim simulator [22]to support niebility

of nodes by incorporating the Random Waypoint (RWP)

model. A mobile node moves along a line from ongpeint

W; to the nexXt/;,,. These waypoints are uniformly distributed

over a unit square area. At the start of each égandom
velocity is drawn from a uniform velocity distriboi.

In our evaluation model, an application is a se¢aeks with
one primary task. Each task, or cloudlet, runs simgle virtual
machine (VM) which is deployed on a mobile node. 8/bh
mobile nodes could only communicate with the VM thé
primary task node and only when a direct ad-hoaeotion is
established between them. For simplicity, a primande
collects the execution results from the other task&ch are
executed on other mobile nodes in a cloud. Themnlg one
cloud in this simulation. For scheduling any apgtiicn on a
VM, first-come, first-served (FCFS) is followed.

For calculating the collision delay, we consideg thorst
case scenario, a saturation condition, where eade has a
packet to transmit in the transmission range.

We set the number of inactive nodes to be sample

following a Poisson Process during a time t. Alse, set the
preference of each mobile node to the highest vatue
participate in a requested cloud. During our eu@na we
consider that a submitted application has its ownimum
value of reputation threshold, that a mobile ndumugd have to
participate in a cloud, and each node has its @oresof trust.

We suppose that the distribution of detection tohéailure
is uniform from 0 to 1 second. Detection time regrgs the
length of a period from the time when a participatdrts
crashing to the time to be suspected.

A. Metrics and Parameters

We evaluate the average application execution timéch
is the time elapsed from the application submisdionthe
application completion. Also, the Mean Time To Repa
(MTTR) is evaluated, which is the time to deteat failure
plus the time to make the backup live.

We set parameters in the simulation according t® th

maximum and minimum values shown in Table I. Thenber
of hosts represents the mobile nodes that proviur t
computing resources and participate in the cloud.

B. Assumptions

e Communication between nodes is possible within a

limited maximum communication range, X (km).
Within this range, the communication is assumebleto
error free and instantaneous.

e The distribution of speed is uniform.

C. Experiments

1) High reliability Scenario
In this experiment, we consider that every mobddencan
always function well all the time with high relidéibj and does
not fail. For example, all nodes are always avélateputable

TABLE |. PARAMETERS

we have parameters

Values Parameters Values
Density of nodes (Ni?jesllg(r)nz) Com:zlrj]gg:atlon 0.1-1 (km)
Application
Number of 2.99 Arrival Rate 7
Hosts/Cloud (Poisson (Applications/sec)
distribution’
Expected
Number of S 800
o 30-40 execution time
tasks/Application for atask (Sec)
Number of
Number of CPUs/Cores
applications/Cloud 1-10 per host 1-8
(Uniform
distribution)
Inactive Node rate Average Node
(Node/Sec) Speed 1.389,10,20
(Poisson Process) 1/300 -1/60 (Uniform (m/sec)
distribution)

and they have the highest preference valueto actiept
submitted applications.

We started our evaluation by studying the effeamgdlying
daptive scheduling and reallocation phase on ¢n@nance
f the submitted application. Let all 40 mobile eschave a

random number of cores, heterogeneous resourceginga
from 1 to 8 cores. Fig. 5 shows the average exatuime of
an application at a different number of hosts, irgdrom 2 to
22 hosts. We consider five applications are suleahitb be
executed. Each node has a transmission range e@dalan,
and its average speed equals 1.389 (m/sec). Thisiagon
provides that there are no significant differendetween
results of the two cases, static/ adaptive schegluising the P-
ALSALAM at a larger number of hosts per cloud, g4
hosts/cloud. This is because at transmission raogels 0.4
km, we can neglect the effect of the connectiviy, a node is
almost always connected with others. However, aallem
number of hosts per cloud, where the queuing dégay
dominant, e.g., at2 hosts/cloud, dynamic schediag worst
performance than static one due to the overheads
rescheduling. The larger value of reschedulingstiold, e.g. at
threshold equals 1600 sec, leads to reduce theheads of
rescheduling and slightly enhance the performaneesmaller
number of hosts per cloud equals 2. The more #wuéncy of
rescheduling in the formed cloud, e.g. at threslegjdals 1100
sec, the more overheads to execute these tasks.

40000
[ [ [ [ [ [ [ [ [ [

Static Scheduling, App./Cloud = 5, Comm. Range = 0.4 km
35000

— — Dynamic Scheduling, App./Cloud =5, Resch. Threeshold = 1100, Comm. Range = 0.4 km

30000 — — Dynamic Scheduling, App./Cloud =5, Resch. Threeshold = 1600, Comm. Range = 0.4 km
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Figure 5. Average Execution Time of Application Nember of Hosts
per cloud at different scheduling mechanisms asdheduling threshold.
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In the next evaluation, we compare results at iffee
transmission ranges equal 0.2km and 0.4 km, usymgrdic
scheduling of P-ALSALAM algorithm. In this evaluati, we
set the value of rescheduling threshold equals 5820 Fig. 6
shows that the average execution time of an apjaicat a

transmission range equals 0.4 (km) almost has &erbet

performance than the case of a transmission raggal®0.2
(km) at the same number of hosts. Also, we cartlsgeat a
small number of hosts per cloud, e.g. 2, a wordbpeance is
obtained, where the queuing delay is dominant. litilhas a
better performance, at a number of hosts equalthas,in case
of a number of hosts equals 4. This observatiquite obvious
because at this large number of hosts, greater ttiwrotal

computing capabilities of the selected hosts. @nothier hand,
the larger the value of a number of hosts, at abmurof hosts
per cloud equals 22, the performance is degradaith.aghis is

because of the significant effect of the mobilifyhosts. The
reason is that tasks are assigned to more nodix iformed
cloud, and this leads to increase in the commubpicaime

until the primary node collects results from thieestnodes.

We repeat our evaluation at a different number diliveg
mechanisms, static and dynamic, and at a diffevahte of
transmission ranges equals 0.2, and 0.4 (km).7F&hows that
the dynamic scheduling mechanism significantly etfpms
the static one in terms of the average executiore tof an
application at a small transmission range equ&igkin) at the
same number of hosts. Also, we can see that agea fraumber
of hosts, e.g., 22 hosts, a worst performance tairdxd in
static scheduling where the communication delagoisiinant,
while dynamic scheduling has a better performamatethe
same number of hosts equals 22. This is becausalganithm
frequently reschedules the delayed tasks and timisnizes the
effect of communication delay.

2) Variable reliability Scenario
In this evaluation, we consider that mobile nodes a
different in their reliability, in terms of futuravailability and
reputation, for the requested mobilecloud.

We perform an evaluation to obtain the expectedi@n
time of an application at number of hosts per apgitbn equals
6. In this evaluation, we consider one applicat®submitted
to be executed, with a number of tasks equals 39 c@visider
the density of nodes equals 100 (nodes/km?). Eade has a
transmission range equals 0.4 km, and its avenagedsequals
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f f f f f I f f I

35000 — — Dynamic Scheduling, App./Cloud = 5, Resch. Threeshold = 1100, Comm. Range =0.2 km ||
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Figure 6.Average Execution Time of Applications Vs numbehosts pe

cloud using dynamic scheduling mechanism at diffecemmunication
range of a mobile node.
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cloud at different scheduling mechanisms and & it communication
range of a mobile no.

1.389 (m/sec). The results of this evaluation shbttet the
expected execution time of an application equal4&conds.
We use it to calculate the number of inactive natedifferent
arrival rates of inactive nodes for the next eviddues. We set
the rescheduling threshold equals the expectedudmactime
of an application, e.g. 4000 seconds. Also, werassthat the
primary node is always reliable.

In the next evaluation, we compare results of taees:
Using P-ALSALAM algorithm, which determines the bes
participants that have the highest average reiiatstores to
the requested cloud and the random-based algoritirich
does not use this information, where random matildes with
random reliability scores are selected to exedwestibmitted
application. We perform the evaluation with varioiadues of
the arrival rate of inactive nodes, ranging frorB0D to 1/60
(nodes/sec). As expected, this evaluation provaigsificant
differences between results of the two cases, wiithdut
using the P-ALSALAM. The results of Fig. 8 showtthebetter
performance, in terms of the average execution tirhen
application, is obtained at a smaller arrival rafeinactive
nodes, e.g. 1/300 (nodes/sec) than in case oftsesua larger
arrival rate of inactive nodes, e.g. 1/60 (node3/seThis is
because at larger arrival rate of inactive nodesptrobability a
node could fail increases.

Fig. 9 compares the results of applying P-ALSALAM
algorithm and random-based algorithm in terms efakerage
MTTR when we consider different arrival rate of dtime
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35000 ——Random Reliability Basad Algorithm | //
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Inactive Node Rate (Nodes/sec)

Figure 8. Average Execution Time of Applicatiomsen applying differel
reliability based algorithn.
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Figure 9. Average MTTR Vs inactive node rates whpplying different
reliability based algorithms.

nodes. The average MTTR has lower value at a snatliwval
rate of inactive nodes, e.g. 1/300 (nodes/sec) tudow
probability a host might fail. While, noticeableffdrences
among results appear at a larger arrival rate adtine nodes,
e.g. 1/60 (nodes/sec) due to the high probabilityost could
fail.

Fig. 10 depicts the results of applying P-ALSALAM
algorithm in terms of the average MTTR when we abers
different densities of nodes at different valuesrgputation
threshold. We perform this evaluation with an afivate of
inactive nodes equals 1/60 (nodes/sec). Each nade ah
transmission range equals 1 km, to neglect thecteféd
communication disruptions. Also, we consider twplegations
are submitted to be executed. Each applicatiorahaxpected
execution time equals 1500 seconds. The results et the
average MTTR has a higher value at a small nodsityee.g.
35 (nodes/km?) due to low probability to find thequired
number of reliable host to maintain the cloud isecaf failure.
While, the average MTTR has a lower value at highede
densities, e.g. 55 nodes/km?. Also, the figure shdhat the
average MTTR at a smaller reputation threshold, eayo
threshold in case of all nodes are reputable, thacase of
results at a larger reputation threshold, e.g. 8téthe same
density of nodes. This is because the larger épeitation
threshold the lower the probability to provide nedleat could
achieve the application requirements at the same these
nodes should be available in future to participate a
mobilecloud.

t t
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1000
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Figure 10. Average MTTRat different densities ofles when applying P-
ALSALAM algorithm.
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A. Findings
Our findings can be summarized as follows.

1) There is a tradeoffbetween the communication delay
and the queuing delay as the number of hosts genitted
application is varied.The higher number of hosts pe
application, the higher total computing capabiltithin the
cloud is. Therefore, the queuing delay of a tasHieisreased.
While, increasing the number of nodes per appbcalads to
increasing the time until the primary node collgetsults from
other resource provider nodes, and therefore titieases the
communication delay.

2) A better performance may be obtained, at a shorter
transmission range, if weapply the adaptive schieguand
reallocation phase especially at a larger numberhadts
assigned to a mobilecloud. This is because ourridhgo
frequently reschedules the delayed tasks and thigmizes
the effect of communication delay. While at a lange
transmission range, where the communication dedaydcbe
neglected, we have to select the static scheduéing
assignment phase to eliminate the overhead of edsding
and slightly enhance the performance especiallg amaller
number of hosts per cloud.

3) The MTTR may be enhanced, at less densities ofsjode
if we use a low value of reputation threshold pelorsitted
application which maximizes the number of reliahdeles that
could meet the application requirements and thesefo
participate in a mobilecloud.

VIIl.  CONCLUSION AND FUTURE WORK

Mobile cloud computing provides new opportunities
efficiently utilize the ever-increasing pool of cpuating
resources available on mobile devices. In this pape
propose a MobiCloud architecture, which utilizes new opt-
in, prediction and trust management services tdizeea
collaborative reliable cloud formation and maintece in a
dynamic mobile environment. We also proposed aibliged
Proactive Adaptive List-based Scheduling and Allioca
AlgorithM (P-ALSALAM) to dynamically map applicatic'
requirements to the currently or potentially reléabmobile
resources. This would support the stability of mrfed cloud in
a dynamic resource environment. Results have shbainP-
ALSALAM significantly outperforms the random-based
reliability algorithm in terms of the average exému time of
an application and the MTTR. Also, we can adapt the
performance according to number of hosts per cloud,
communication range, density of mobile nodes arattive
node rate.

Our ongoing research extends our proposed aralnitetd
enhance the prediction accuracy of resource awijalby
utilizing complementary data sources, such as fisouial
networking.
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APPENDIX
. Initial task scheduling and assignment based on
Algorithm 1 priorities
1: The EST of every task is calculated.
2: The LST of every task is calculated.
3: The ECTs of every task on all nodes are calculated.
4: The ERT of every node is calculated.
5: Empty list of tasks L and auxiliary stack S.
6: Push tasks of CN tree into stack S in decreasideraf
their LST.
7 while the stack S is not empdyp
8: If there is unlisted predecessor of topf®n
9: Push the predecessor with least LSTifitststack S
10:  else
11:  enqueue top(S) to the list L
12: pop the top(S)
13: end if

14:  end while
15:  while the list L is not emptgo
16: dequeue top(L).

17: Send task requests of top(L) to all participantewith
the list of hosts H which match the task requinetsie

18: Receive the earliest resource available time resgson
for top(L) from all responders.

19: Empty auxiliary responders stack RS.

20: Push IDs of hosts which respond to requests into
responders stack RS in increasing order according t
EFT.

21: while the host stack RS is not emphy

22: find the respondeR ,;, with minimum EFT in use.

23: assign task top(L) to respond®g,iy, -

24: remove top(L) from the list L.

25! end while

26. end while

Algorithm 2 Adaptive task scheduling and assignment based

on priorities

1: Empty list of running tasks E

2: Define rescheduling threshoRy reeshold

31 while the list E is not emptgio

4 If a successor does not receive results within

Rthr(—‘:shold then

5! Dequeue top(E).

6: Compute the EFT of top(E).

I Send task requests of top(E) to all participarttes
in the list of hosts H which match the task
requirements.

8: Receive the earliest resource available time resgmon
for top(E) from all responders.

9: Empty auxiliary responders stack RS.

10: Push IDs of hosts which respond to requests int
responders stack RS in increasing order according t
the EFT.

1lf while the host stack RS is not emphy

12: find the respondeR ,,j;, with minimum EFT in use.
assign task top(E) to respond&y;y, -

13: end while

14: else .

15: remove top(E) from the list E.

16: end if

17: end while

18:




