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Abstract— Cloud storage services provide highly scalable,
available and pay-as-you-go storage space for inddual and
enterprise users. Cloud storage services are inherty insecure
as the management of the data in the cloud storages
controlled by third parties beyond the reach of thedata owner.
To address this problem, a number of data obfuscain
techniques have been proposed to conceal data befasending
it to the cloud. The secrets keys used for obfus¢an are stored
in a secure location while obfuscated data is stodein the
cloud. In these approaches, the data is as secures ats
corresponding keys. However, this still brings a hallenging
issue where a user needs to manage a large numbérsecret)
keys in such a way that they are protected againgtl types of
adversaries, and should be as highly available atoad storage
services. To address this issue, we propose a pdiia key
management service that is highly secure and availe. In our
solution, all keys are stored in a tamper-proof hadware within
a portable USB device that users can carry with thma all the
time in order to provide high security and availablity. We
describe the system model, the details of the keyamagement
service and a prototype implementation.

Keywords- Cloud Computing, Key Management, Portability,
Storage Service, Trusted Computing

l. INTRODUCTION

Moving data into the “Cloud” offers great cost sayi
and convenience to users and provides a new platfor
collaboration. Users do not have to concern alihaet
complexities of data storage capability in houssing the
increased network bandwidth and flexible
connection, users can simply subscribe a servicépag-
per-use” basis and access to huge storage space.

This new cloud storage paradigm has, however, Iitoug

many security concerns [8], [19], [20], [21]. Oné the
biggest concerns is protecting confidentiality amtégrity of
data. Under cloud storage paradigm, the data stoeegl
management is under the full control of (untrustédjd
parties (i.e., the cloud storage service providefse data
owners are left vulnerable having to solely rely the
security mechanisms and configurations of the cltodage
providers to protect their data [6], [9], [10].

Two most common security properties that would euff
as a result of using cloud storage services are da

confidentiality and data integrity. Data confideitity would
be broken
individuals. For example, malicious hackers mayepete
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the storage servers and steal the data using nealwar
infection. Data integrity could be violated if usedata is
modified by unauthorized individuals. For example,
financially motivated personnel at the data centnay
tamper private information without permission.

In addition, data exploitation does not end whea th
user’s subscription of cloud storage services espiiThe
data owner often falls into a trap thinking thagithdata is
safely removed from the cloud storage once their
subscription is expired. This can be far from tgdlL8]. It is
a common practice for a large data centre to makem e
copies of the original data. For example backup ismage
used to store a copy of the data to use it to mcéiom
unexpected disaster. In another example, replicdbases
contain any copies of the data to guarantee higliability.
The backup media or replicated databases with sayi¢ghe
original data may or may not be completely remowden
the user’s subscription expires. It is more thapoasible
scenario that user's data still resides somewhetbd data
center and is subject to misuse. Therefore, tha daners
should always be vigilant in safeguarding theiradall the
time such as while data is at transfer, at restl, anuse
during and beyond the subscription.

To address this problem, a number of solutions hees
proposed in academic literature and industry prtsluthe
fundamental concept behind these solutions is faschte
user’s data before sending it in such a way thas ihot
possible to reveal user's data to unauthorizedl thairties
(i.e., cloud storage providers or adversaries) rottan

kintended users (i.e., data owners). Fragmentagooften

used in conjunction with obfuscation techniques],[2Z8].
The original data is often fragmented in many senadieces.
Each fragment is then encrypted using a unique Kag
encrypted fragments are stored in the cloud whigeunique
keys are stored in a secure location away frormpreyes of
third parties. Some of the popular choice of theuse
location include such as a dedicated file systethménuser’s
local machine [10] or in a private cloud [29].

However, this still brings a challenging issue veher
user needs to manage a large number of (secres) key
would become increasingly troublesome for usersnigato
manage hundreds of keys as a result of fragmeastilagge

ize data, or dealing with multiple cloud storageviers
using different keys for different providers). Ehermore,
the high availability of data provided by cloud rsige
services can be easily compromised if the keys rente



available all time. If that happens, it can sigwfitty A. Possible Threats

damage the reputation and success of the cloudgsor ot cloud storage service today provides a web
solution. Henceforth, the keys should also be @i — gpplication where a user can upload (and subseguent
available as data itself in order to achieve thghhi download) data using their own PC at comfort ofitgs

availability in overall secure cloud storage santi home. Some cloud storage provider may support &m ex

To address this issue, we propose a portable keyanjice (e.g. via a third party plug-in) where iserata is

management service that centralizes all the expamnse
expertise required to maintain a large number gk©ur
solution is still highly secure and available. Aleys

processed using an obfuscation technique to providee
security before it's send to the data center. Teniisting
model is depicted in Figure 1. However, many thicgs

managed by our key management service are secut@as g;j|| go wrong to breach the data confidentialindantegrity.

keys are stored in a designated sealed storagendtéa a
tamper-proof hardware device. This ensures thagémeral
stealth of unique keys, especially by the use ohote
Internet connections which are on the rise, is more
difficult. Our key management service is highly italale as
they are not locked into any particular machiner ®ey
management service is implemented in a portable USB
device that users can carry with them all the tand use it
at any time as needed.

The rest of the paper is structured as followsSéation
I, we first demonstrate problems in existing sgst@odel,
run threats analysis and define security requirésnérhen,
we provide a system model we propose. In Sectibnwvi
describe major design considerations that are itapbiin
developing a key management service which can ¢rote
secret keys, user’'s data and the platform it ising In
Section 1V, the details of the key management serdre
described including key creation, distribution, iagl
encryption, and key deletion. In Section V, westhate an
attestation protocol that runs on the user’'s mactonensure
the platform configuration and operations match the
expectation. In Section VI, we describe our prgiety
implementation and the key functionalities impleteenat
major components of our system. In Section VII,present
the related work. The last Section VIII presente th
concluding remarks and future work.

1. PROBLEM STATEMENT

We first describe an existing system and then tithis
potential threats that may occur at various poiitide user’s
data traverse. We define a number of security rements
to mitigate the threats and propose a system mubdl
accommodates them.

{e T3
,-'5 Atacker
Applicatior
—_— Intenet
T4 .
A= T2
zerpPC
T4 Cloud Stor30e Provider
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Figure 1 Potential Threats in Existing System

We illustrate a number of potential threats thatldwiolate
data confidentiality and integrity of user's datavarious
points on the pathway from user’s PC to the cloud.

T1.Dishonest local host machine intercepts user’'s
data Most naive users do not have a skill set to
protect their machines free from malware. Malware
installed in the wusers machine without the
knowledge of the user may spoof user’s activity or
worse send the secret key information to the
attacker.

T2. Man-in-the-middle intercepts user's datH.
user’s data is improperly protected while in transi
between the cloud user and the cloud storage
provider, malicious man-in-the-middle may steal the
data and make unauthorized access to the user’s
data.

T3. Malicious attacker pretends to be the cloud use
Malicious attackers may pretend to be a legitimate
cloud user and then send in a massive amount of
data occupying a large data storage space and
subsequently disrupts a proper operation of tha dat
centre. If that happens, the cost to the end user i
terms of dollars also could be very high, as the
service works on pay-per-use basis.

T4.Malicious attacker pretends to be a key
management servicd.he key management service
knows all secret keys that are used in the enanypti
process. Data leakage can happen if a cloud user
mistakenly sends in plaintext or cipher to a rogue
key management service.

T5. Dishonest cloud provider makes an unauthorized
attempt to read user's dataThe cloud storage
provider has all necessary tools and mechanisms to
access the data that is under its full controhdtiby

a malicious code planted in the data center or by
deliberate attempts by a dishonest data center
personnel, data leakage can easily happen if user’s
data is improperly protected.

T6. Dishonest cloud provider makes copies of user’s
data It is a common practice for cloud storage
providers to make copies of original data and store
them in extra storages, such as in the backup media
or replicated databases. Theoretically, these dopie
datasets are then re-applied if any unexpected
disaster happens at the data center so that ukeds
can be recovered. Other cases, replication is tsed
guarantee the availability of data. However, even



after user’'s subscription expired, these copiethef impracticability, especially with its portabilitgsue that the
original data can still remain somewhere in theadat TPM is locked to a machine. It is also criticizeithmhe
center and may become a subject for compromise difficulty for doing sensible integrity measuremeluie to the
the data is improperly protected. size of machines today [25], [13].
. . Improving from existing shortfalls of PC-based TRMg
B. Security Requirements previously proposed a portable USB-based secustjcd
*+ R1. The encryption process happens at a sealaflbbed as Trust Extension Device (TED) [12], [JGL].
environment so that the host machine could nofThe picture of TED is shown in Figure 3. TED isesally
eavesdrop or steal any important details of both thconsidered to be a portable TPM chip which canlbgged

key information and key computation (addressinginto any host machine using a USB connection, still

threat T1). providing all necessary TPM functionalities.

e R2. The secret key used for the encryption is
securely protected so no snooping or stealing ef th
key is possible (addressing threat T1 and T2).

« R3. Data encryption is done in a way that it dogs
leak its original content other than to authorized
systems or individuals (addressing threat T1, T an
T6).

¢« RA4. Data integrity is always checked after recegjvin
the data to ensure tampering has not occurredglurin
the transmission (addressing threat T2, and T4} or
rest.

¢ R5. A cloud user is authenticated by the cloud
provider so that the data storage space is utilized
only by the authenticated users but no one else
(addressing threat T3).

Figure 3. A picture of our TED

We have made further improvement to our existin@pTE

platform authentication and key management service.

to provide two additional mechanisms: high assuwranc

C. Our System Model - High assurance platform authentication: it provides

We proposed a new system model that we believeeto b

prepared better to rectify the potential threatsr Dodel is
designed to accommodate all the security requir&sner

defined above. Figure 2 depicts an overview ofyoposed

portable key management service with the descriptaf its
core components.

=y

TED =(platform authentication + key manag=ment)

F¢stmachine

mechanism where the data owner presents a piece of
evidence (i.e. proof of compliance) to the cloud
storage server. The proof contained in the evidence
establishes two facts to the storage server: @) th
requests are indeed sent from the legitimate (Bkr,
and the requests are produced by the machine with
configuration and operations free from running any
malicious software.

Key management service: it provides an expertise in
maintaining a large set of keys and performs
operations securely. The functions provided by the
key management service includes key creation, key
distribution, assisting in data encryption, promgli
secure data storage, and destroying the keys that a
no longer needed. It also ensures that the keys are
always available on demand.

Local Host We assume that the environment where a

Storage Servers local host runs is unknown and untrustworthy. THeDTis

equipped to create its own trusted environment wihés
plugged into the local host. The local host acty @s a
medium that connects and transmits the data betulee=n
TED and the remote server via the public Interaeility.

Trust Extension Device (TEDYhe Trusted Computing Cloud Storage ProviderThe cloud storage provider
Group (TCG) [2] defines a set of specifications iagmto ~ Maintains a large data center and provides a saruoices to
provide hardware-based root of trust and a setiofifive  access and manage the data for the cloud usersda@
functions to propagate trust across remote plagorriihe owner). The cloud user pays for a subscription se &
core of TCG specifications were realized and imgetad  certain amount of storage space for a fixed amotipériod.

loud Storage Prowder

Figure 2. The overview of our proposed system

based on Trusted Platform Module (TPM). TPM is aThough the cloud storage provider may have security

cryptographic microcontroller system, which wasi¢gly =~ mechanism in place to protect the data they mainthie
embedded on a motherboard in a PC. However, the PCloud user does not necessarily fully trust neittiee
based TPM solutions have been criticized for its



provider themselves nor the security mechanismpasted
by the cloud storage provider.

I1l.  DESIGN CONSIDERATIONS

the concurrency issue of dealing many keys forediffit
users simultaneously.
2) Key Duration
Commonly, the cloud storage provider employs siiate

We describe major design considerations which wéo keep user's data in additional storage mediah sas

believe to be important in developing a key managgm
service. This includes the considerations to ptosecret
keys, user’'s data and the platform it is runninge &éscribe
our approaches in providing solutions to each efdksign
consideration as follows.

A. Secret Keys

We describe a number of critical considerations tha
feel important to address in managing a large nundbe
secret keys. This includes who is responsible fanaging
the lifecycle of each key and where the keys areedt We
also describe the portability and the importancéhef high
availability of the keys.

1) Key Management Responsibility

One solution to protect data from untrusted clowodagie
provider would be to encrypt user’s data using @etekey
before sending the data to the cloud. This provitles
important advantages for the data owner. By enwnypthe
content of the user’s data is never revealed tatosaized
third party. It is also somewhat easier to make data

backup files or replicated databases, often withagr's
knowledge. If the keys that encrypt user's data raeeer
destroyed, encrypted data is more vulnerable fiarfurther
misuse. For example, it is reported in [17] that libng term
keys are made more easily available through comigemm
over time. In worst case, they become recoverablae i
technique such as forensic is applied.

To avoid such possibility, we propose to creatertsho
term keys which have expiration dates attachetdmt This
ensures that the keys are regularly monitored aridtet
after their expiry dates. The data encrypted by dkgired
keys becomes unrecoverable by any means. For egaihpl
Alice is to send an encrypted data blob to a clstmtage
provider that will be removed after 3 months, titea better
to be encrypted in a key that will be guaranteedbéo
available for only 3 months but no more. By delgtihe key
after 3 months, the encrypted data with the expulate
becomes irrecoverable by any means as the key lisnger
available. Though it is not currently implement&dyould
be straightforward to extend our current model $ome

unrecoverable by simply deleting the secret keye Thusers whose data resides in the data center pentharfeor

guestion is then who is going to maintain the aadndf the
secret key. It is especially so if there is a langenber of
keys created as a result of fragmenting a rathrge laized
data or if the user decides to store different deta in the
number of multiple storage providers (so that otthe
portion of data is lost if a certain storage previd
experiences failure for any unforeseen reasonsyoltid be
unrealistic to leave the responsibility to the sser manage
such a large number of keys. For example, if Alieeides to
fragment her data file into many smaller size pgeeach of
which is encrypted using a unique key, it wouldcpla huge
burden for Alice to create, reliably store, certifdvertise,
and then reliably destroy potentially a large numifekeys.

example, a special date format such as 99/99/9889be
used for data such as that.

3) Key Storage

Another important question that needs to be adddeiss
the location of the keys. If the keys are locatedan
improperly protected place, they become vulnerdisen
malicious attackers. For example, with sophisticatand
skill sets, a hacker with deep knowledge in OS d¢aasily
steal the secret keys reside in a stable memorgespa
another example, if direct stealing of the keysdspossible,
the attackers could use spoofing malware to motiiterkey
computation and guess the keys. To ensure such
compromises are not possible, we propose to impiethe

To overcome this problem, we adapted an approackey management service inside our tamper-proof ceevi

based on R. Periman’s Ephemerizer [17]. The ceidesd
behind the concept of the Ephemerizer is to hagingle
service which centralises all the key managemepettise
in one place. The service creates keys, makes évaitable
for encryption, aids in decryption, and destroys kieys at
the appropriate time. In the original paper, hosvevhe
Ephemerizer acts as a trusted third party servicpublic
space whose responsibility is solely to manage Keys

TED. The TED provides a sealed storage area t@ star
keys. The public part of the key is used to asHist
encryption while the private part of the key iswgety held
inside the TPM chip. The private part of the keynever
exposed outside the devicafisfies the security requirement
2).
4) Key Portability and Availability
Inherently, a key management service is implemeated

many different users. We modify the scope of thea server or at a private cloud. These keys arelttuited into
Ephemerizer. Our key management service does Wh@iat particular server or the environment. If useasit to use

original Ephemerizer does by concentrating all ékpense
and expertise in managing keys in one space. Haweue
key management service is implemented within acdeed
hardware device in our TED. This design ensures ttha
stealth of the keys is more difficult and key congpion is
secure from any remote attackers. In addition, kieg
management service is offered to only a single (iser the
TED owner). This design simplifies the complexity o
having to deal with many users therefore potentialtoids

the key management service to encrypt a certaitiopoof
their data, they need to return to the server nmachio
perform the intended operations which may not heags
convenient.

This limitation is mitigated in our proposed sodutias
our key management service is implemented within a
portable USB. This design greatly improves both the
portability and the availability of the keys. Novsears can
carry the USB device anywhere they go. The usersady



to use the key management services upon avaijabfliany

machines even if the machine does not belong to,tlsech
as in a desktop in the Internet café, or in a jaatioa friend’s
place. At this stage, there is no mechanism inepthat ties
up the owner of the USB to the USB device. If a USBst,

the user’'s data in the cloud could become the sulgé

misuse. Though a simple username/password authgotic
could be of a potential solution, more sophistidatelutions
are provided by the use of biometric based teclyiedoas
such we explored in our other paper [13].

B. Data Security

We describe design considerations to protect dathi$
section. This includes: where to process the keypedation

interconnectivity and sophistication of adversaritisese
software-based keys become increasingly more \aiirer
from remote attacks. Compare to the software bdweyd,
hardware-based keys are considered to be moreuttiffio
break as the hackers need to steal the actual hezdievice
to steal the keys contained in the device. Takihi t
advantage, we use hardware-based keys to assidatin
computation process. Even if the encrypted datdjasked
by the man-in-the-middle attack, the maliciousckéas will
not be able to decrypt the data since the attadkes not
know the secret key that is used for the encrypfsatisfies
the security requirement [R3
3) Data Integrity
To preserve high data integrity, our system serkisyad

to ensure key information leakage does not happemash value to be verified. We create a secret iatyis only

encryption strategies to protect the data evehefdata is
intercepted, and data integrity mechanisms to tdtem
any potential tampering.
1) Computation

In our context, data computation refers to the pssing
of data from plaintext to scrambled version to dvoi
adversaries does not learn about the data. As rasichis
important to protect the keys that assist compantgbrocess,
it is equally important to protect the actual comagion
process itself. The computation needs to be doresiecure
environment in such a way that important key infation
does not leak to any unauthorized users. For exarifghe
encryption processing takes place at the dishohest
machine, there could be a piece of malicious caddem
monitoring, or worse, stealing the key informatiosed for
the computation. The stolen information is thent $erthe
adversary who remotely controls the malicious caalg uses
it for the further criminal activities.

used to secure the communication between two estitihe
secret key encrypts the secret message such ab udeu's
data. Then the secret key is encrypted by a pphilit of the
key of the receiver to ensure that only the desegheeceiver
can decrypt the secret key. A keyed hash valuggudMAC
functionality is created by the use of the secest &nd the
encrypted secret message. The receiving entitfiegrihe
HMAC value to ensure no tampering has occurrechdutie
transmission of the datadtisfies the security requirement

R4).
C. Platform Assurance

One of the obstacles to take up cloud computintpés
lack of transparency. Data owners do not have gurogol
supports to ensure their data is not being abuskshked by
the malicious software installed at the cloud serfud].
Similarly, the cloud storage provider does not haweipport
to know their storage is accessed or utilized Hy ortended

We propose the encryption processing to be dong onlusers with legitimate subscriptions.

inside our TED gatisfies the security requirement In our
proposed solution, the encryption processing isopaed
inside TED by the use of sealing and unsealing aijoes.
Sealing refers to a process of the key managensgnice
requesting to the TPM (inside TED) to encrypt usetata.
At the time of sealing, the platform informationrescorded.

A promising approach to address this problem isdas
on Trusted Computing (TC). One of the most innoeati
ideas realized and supported by TC is remote attest[18].
The remote attestation allows a remote server, (i.e.
geographically located away from other server it is
interacting) to provide an opportunity to provideevidence

Unsealing is a process of the key management serviof its platform configurations and operations thestserver
requesting to the TPM to decrypt an encrypted ngessa for verification purpose.
Along with the encrypted message, the key managemen To achieve the goal in providing the transpareribg,

service supplies the platform information. The TiRM\eals
the plaintext only if the current platform inforn@at matches
to the platform information provided at the time sgfaling.
This is to safeguard that the platform remainshi@ $same
state in between the encryption and the decrymtmrations
without potentially being modified by malicious @d

remote attestation defines mechanisms for two rekyot
located parties, which are referred as a challeager an
attester, to exchange evidence. The evidence ogntaio
pieces of proof information. One proof is that thessages
sent from the challenger are correct, that is,system the
challenger used to produce the messages was hanést

However, doing the computation all in the TED comesproduced the message truthfully. The other prodhas the

with performance drawback as the disk space inT&D is
small, only 4GB. If the speed is critical,
encryption/decryption can be outsourced to thentlgven
that such computations only take place in the cotnpent
of the Trusted Computing Base (TCB).

2) Encryption

messages are sent by the challenger

the masquerading has not occurred.

We use the idea of remote attestation to authdatite
identity and platform of the cloud user. The at#eh
mechanism in our solution prevents any potentialsabof

the cloud storage space by malicious adversariee wh

In most cases, data encryption is done by the @ise #énasquerades to be a legitimate cloud usatisfies the

software-based keys which are often stored in &lesta
memory space maintained by an OS. With the increése

security requirement R5 and R& should be noted that the
remote attestation runs only one way from the dataer to

itself ensuring



the cloud storage provider in our solution. Thoitgwould e Key ID of Kephthe ID of the ephemeral ké¢eph

be much more beneficial to the cloud user if a dlstorage that Alice chose to encrypt with.
provider also provide a piece of evidence (of iesver « {M}S: the secret message encrypted with the secret
configuration and operations state), it would beealistic to keyS
enforce such scheme as today’s cloud solutionsrostly «  {{|S|}Keph}T: the secret keyS encrypted first by
on a black-box approach. Keph then by another secret k&y
o {T}CSpub the secret key encrypted by CS public

IV. KEY MANAGEMENT
We describe in details the way our proposed key

key CSpub
HMAC(T, {|S|}Keph||KeylD)a keyed hash value is

management service controls a lifecycle of a keymfits created.

inception, data computation, transmission of enegpulata, « AIK certificate a certificate received from the
and deletion of the keys when they are expired. Privacy CA is sent t0o.

A. Preliminaries 3) Storing User’s Data

When the cloud storage provider receives the etedyp
message from Alice, it first authenticates Aliceviayidating
'the AIK certificate If Alice’s AIK certificateis verified, the
cloud provider can ensure that the message is seiy by
Alice and the message was computed by a machine
containing a legitimate TPM chip.

OnceAlK certificateis verified, CS decryptfl}CSpub

We use the notatiorCS to indicate a cloud storage . : ; :
; . . in order to obtainTl. Using the secret key, the CS obtain
provider that resides remotely over the public imte We {IS[}Keph At this point, the cloud storage provider also

use the notatioKEPH to indicate a key management service ',
. o ; " verifies HMAC(T, {S, {|S|}Keph||KeyID)to ensure no
that resides inside our TED device. The name ABcesed tampering during the transmission. If the HMAC fies, the

to represent a cloud user. Alice is also the owsfefED encrypted secret message is stored along with 'AliaéK

device. A
. certificate
We assume that the public part of the cloud storage 4) Data Request

provider’s keypair, denoted &Spub has been distributed. - -
Optionally, if a cloud storage server wants to easthne When there is a request to download Allpes dmfr
the data centre, the cloud storage provider finde t

authenticity of the messages coming from the ualkrit . : s
; ; g e ) encrypted message by matching AlicAiK certificate The
needs to do is to verify user's certificate. CS creates a secret kéyo encrypt Alice’s dat§S|}Kephto
B. Operations obtain {{|S|}Keph}J. J is encrypted by the public part of
Alice’s AIK certificateobtaing{J}AIKpub.
Message 2: what the cloud storage provider sends to

Alice is:

Key ID of Kephthe ID of the ephemeral kd$eph

that Alice sent along with her data.

We use{M}k to denote an encryption of a message
using a keyk under some symmetric encryption algorithm
for example, AES in CBC mode with random initiatina
vectors. Similarly, {{M|}k denotes an encryption of a
messagéV using a keyk under some public-key encryption
algorithm, for example, RSA with PKCS encoding sltanal.

1) Key Creation
In order for Alice to encrypt a message to send ¢toud
storage service, what Alice first needs to do istacting the
key management service inside TED with an expinatime
and requesting a key. Upon this request, the keyagement

service works with TPM chip to create a unique ey call * {M}S: the secret message encrypted with secret key
Keph An expiration date sent by Alice is attached he t S .
keypair to indicate the period of the key beingdiah key *  {{ISI}Keph}J the secret keys encrypted first by
ID is also attached to the key as an identifiere @ata tuple Keph then by another secret kay
(KeylD, Keph, expiry date)s created and stored in a ¢ {JJAIKpub: the secret keyl encrypted by Alice’s
database that the key management service mainfEines. AlK public key AlKpuh
key is securely held inside the TPM chip. The pubkrt of HMAC(J, {|S|}Keph||KeyID)a keyed hash value for
the key,Keph is returned to Alice along with the key ID. validation of the message.

2) Data Encryption * AIK certificate a certificate to be validated by the

Alice now encrypts her message (i.e., user datt) wi cloud provider before users data is being

randomly selected secret k&to obtain{M}S. The secret downloaded.
key S is encrypted withKeph to obtain {|S|}Keph Alice 5) Data Decryption
creates another secret KBy Alice encryptg|S|}Kephusing When Alice receives her data, she first verifieg th

T obtaining {{|S|}Keph}T while T is encrypted using CS HMAC value to check any potential tampering by than-
public key CSpubobtaining{T}CSpub Why do we need in-the-middle attack. Once HMAC is verified, Alidést
another secret kef? As a common practice, it is more decrypts{J}AIKpub using the private part of her AIK key.
efficient to encrypt the message with a secret #®gn By the use of], she obtai{|S|}Kephwhich is then send to
encrypt it using a public key. We also use theetd@ySfor  the key management service along with KeylD. Thg ke
the data integrity check f¢|S|}Keph management service uses KeylD to find a matchingiar

Message 1: what Alice sends to the cloud storag&ephkey.Sis returned to Alice. Alice usesto decrypt her
provider is: final message.



6) Key Deletion

We use ephemeral keys (i.e. short-term keys wigirgx
dates attached to them) to prevent any possibditya
dishonest cloud storage service accessing data utgs’
subscriptions ended. The key management service tthise
by periodically checking and deleting the keys watkpiry
dates elapsed. Any data that has been encryptttblyse of
expired ephemeral key become unrecoverable. Fongea
if the expiry date oKephkey is elapsed when Alice sends
{|S|}Keph the key management service would not b
possible to decrypf|S|}Keph henceforth, Alice won't be
able to decrypt her message since she cannot getetiret
key S. Similarly, if any copies of Alice’s data stillm&in in
the data centre after Alice’s subscription endéeé, ¢cloud
storage service would not be possible to readritt Rlice’s
data is protected b¥eph key whose private key never
leaves Alice’s TED device. Even if the cloud st@rag
provider successfully steals Alice’s TED devicee tkeph
key is already removed by the key management sewlien
Alice’s subscription ended.

V.

When a TED plugs into the host machine, it creétes
own trusted environment which isolates its envirenm
from the underlying host machine. Any subsequeontegss
is performed only on the trusted environment cibdte our
TED.

HIGH-ASSURANCEPLATFORM AUTHENTICATION

Each TED is equipped with non-forgeable endorsement

key which is called agK certificate. The EK certificatecan
uniquely identify each legitimate TED. We assumat tihe
third party certifying authority called Privacy G&ows the
list of legitimate holders oEK certificates To preserve its
anonymity, the TED never usdsK certificate directly to
communication with outside world. Instead, it cesata
hardware boundittestation Identity Key (AlKlising a key
storage structure maintained by each TPM. In aufditour
TED measures its platform environment via examamatf
the hardware BIOS, master boot record, OS by ingia set
of Platform Configuration Registers (PCRsThe PCR
valuesare used to verify if the cloud user, represerigd
TED, runs on a correct platform state. We assurae ttie
Privacy CA also knows the correct state of each TERe
Privacy CA only certifiesAlIK if the TED presents correct
EK certificateandPCR values

We explain a high level view of the messages exgddn
between TED (represents a data owner who is a alead,
PCA (represents a trusted certifying authority)d a@S
(represents a cloud storage provider). The follgwin
sequence happens as a part of the platform authgati.
The messages produced by the same machine anumearg
grouped together using a single numeric number ewhil
alphabetic orders added next to the number to detiat
sequence of operations.

la. TED: load protected AlKpvt into TPM

1b. TED: retrieve Quote=sigPCR:nonceAlKpvt

1lc. TED: send IdentityReq(cert (EKpub), AlKpub, tpio
nonceA )

2a. PCA: validates cert(EKpub) and quote

2b. PCA: send cert(AlKpub)

3. TED: send cert(AlKpub)

4. CS: validate cert(AlKpub)

In step 1a, TED is plugged into a host machine iand
collects theEK certificate and generates a public/private
AIK pair and a random non-predictable fresh nonoceceA
In step 1b, TED runs a quoting process which meassiis
platform state usingeCR values Then, TED signs thEK
certificate the public part of AIKPCR valuesandnoneA
using the private part of the EK and encrypts tregaed

gdata blob using the public part of the Privacy C#ykThe

encrypted blob is then sent to the Privacy CA esqaest to
get anidentity credentialas depicted in 1c. In step 2a, the
Privacy CA decrypts this blob with its private keyd
verifies theEK certificateand PCR valuesin step 2b, the
Privacy CA then creates adentity credentialand sends it
back to the TED. This credential is a digital dadte
containing thepublic part of the AlKtogether withnonceA
signed by the Privacy CA private key. The TED uses
credential obtained from CA to authenticate to theud
provider as depicted in step 3 and 4.

VI.  PROTOTYPE IMPLEMENTATION

We developed a prototype system to evaluate the
feasibility and practical aspects of our proposetiit®n.
The design of our prototype is shown in Figure 4.

Local Host
Weh Internet
Browser
Connection
use
| Cloud Storage Provider
UsH

Portable Key Managemenrt Service

KeyManagement |

TFWicnip Service
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Figure 4. Prototype implementation design

A. System Configuration

The following configurations are used in implemehte
prototype.
Local Host We have a desktop machine that
represents an untrusted local host. We use Inted Co
2 Duo 6400 with dual processors of 2.13 GHz both
with 1.99 GB of RAM running. The Windows XP is
run as OS. Our TED uses the Internet connection
provided by the local host to communicates with
service provided by the cloud storage provider.
Platform Authentication Service and Portable Key
Management Servicethese are essentially two
services added to our existing TED device. Platform
Authentication Service runs as the combination of
C++/Java applications to communicate both with
TPM chip inside TED device and a Privacy CA to
obtain an identity credential. A key management



service is a java applications that communicatés wi  3) Cloud Storage Provider

TPM chip inside TED to manage keys and assist key As mentioned, we have developed a cloud storagécser

computation. to provide the most generic features of many clstolage
 Cloud Storage Serviceto avoid any proprietary solutions available in public today. This inclugeservice to

features of a particular cloud storage serviceupload and download data. These features are ingpiet

publically available (therefore difficult to port @ in a simple web application.

later stage), we decided to develop our own cloud - UploadData: cloud user utilizes this feature to
storage service to accommodate more generic upload encrypted data blob. User’s data is staned i
features. For this, a server machine is used to the database only if the user is authenticatedhéa
represent a cloud storage provider. The cloud use of the platform authentication service.

provider machine also runs the same configuration - DownloadData: cloud user uses this feature to
as the desktop machine above. We developed a download the data that has been stored in the cloud
simple web application which provides a service tha storage.

allows the cloud user to upload and download files. )
We use a MySQL database to simulate a data cent& Observation
and stores user's data there. Implementation of We describe preliminary observations on the
Major Functionalities performance of our proposed system. Compare to the
1) Trust Extension Device software-based key management, the hardware-based k
Our existing TED is extended to provide a number ofmanagement seems to be slow. Especially it hadarmead
TPM functionality required by platform authenticatiand  at the initialising phase which took average 2.&osd. The

key management as follows. significant overhead happened when TED prepares
- TPM CreateWrapKey: creates a new TPM key. necessary resources to create and load the firsif seot
- TPM_LoadKey: loads the newly create key intokeys and subsequent keys. Also due to the sizeroTED,
TPM. Now the key is ready for use. which is housed by 4 GB USB device, the data coatjmut
- TPM_Seal: encrypts the given plaintext with a TPmWas slow. If TED is equipped with a faster proceszud
key. The PCR values needs to be specified. more memory space, this problem is likely to imgrov

- TPM_Unseal: decrypted the given cipher with a ASreported in [12], our TED does not have its amput
TPM key. Data is decrypted only when the given@"d output devices, such as keyboard, mouse, aleb vi
PCR values match to the ones supplied at the time §&rds. This has a vulnerability of having to refytbe local
TPM-Seal. ost’s input and output devices, which can be wsnwarthy.

- TPM_Extend: updates a PCR by hashing in Subsequently, our prototype implementation may ity
measurement value. We measure a hash value giffer from security breach created by keystrokggéss,
TED image and supply as the measurement value. SC€€N grabbers or other malicious exploit targévediser

_ . : : interface. We are exploring different ways to matig this
TPM_Quote: obtains a signed report of the Currentimitation. The most possible candidates to rectife

PCR values. limitations include techniques such as encryptiasel
- ‘Ii'gylvézl}/lKa;keldentlty: create an attestation IOIentItytrusted path [14] or virtual KVM (keyboard, videoda

- TPM_Activateldentity: decrypt an AIK certicate mouse) [15]

obtained from a Privacy CA.
2) Key Management Service VII. RELATED WORK

The basic function of our key management servide is .
. o In broad category, there are two schools of thaugnt
create ephemeral keys with tuples <KeyID, Kephjratipn . dealing with data%ro){ection for data owner in ¢loud. o

date>and make them available for encryption. The key is In the first category, it handles the data protecti

then used to encrypt the data in such a way tetsudata through the use of third party auditing mechanishe terms

ﬁ,agﬁftergintdigﬁl,f’cfd A\;]Vggoeurti r:]h% rt:irﬂsfufrzgtin:mtag keyutilizing the concept of public auditability haveaiged
9 ) P ¥ popularity in recent years [6], [22], [23], [24]n Ithis

management sgrvice provides is to check the ke!;bsthéir approach, a third party auditor (TPA) acts as aieraeal
respective expiry dates. Any keys with the expiratilate service to verify the correctness of the user'sadas to

elapsed are deleteq periodically. . . whether data confidentiality and data integrityusér's data
- CrgateKey. creates an ephemeral key with a givery preserved. The verification can be done stata specific
expiry date. . time frame or dynamic in real-time. However, thiseach
EncryptData: encrypts the data blob. Utilises they,5 peen criticized [6] that they do not suppoet phivacy
TPM_Seal to store the current platform value along,gtection of user's data against external auditotsch
with the keys used for the encryption. __ potential become security breach medium to reveat'si
- DecryptData: decrypts the data blob. Utilises thegata content accidentally. What we see in thesétiagd
TPM_Unsela to retrieve the secret key. approaches is that they are aimed at detectingclesa

— DeleteKeys: periodically deletes the keys whoseyhereas our approach is more geared towards theniten.
expiration dates have been elapsed.



Ours and these audit-based approaches can be golifdatime and deleted when the expiration date &gdcto
complimentary techniques to each other. each key is elapsed. Any data encrypted by the repts
More related to our approaches are the ones that u&ey whose expiration date is passed become unretdee

obfuscation techniques to scramble the contentita before
transmitting to the cloud so that any unauthoripedties
could not learn about the data. The most commdmiques

Our key management service is highly availablehay t
are not locked into any particular machine. Ratber, key
management is implemented in a portable USB dethiat

used in data obfuscation techniques include such assers can carry with them all the time and us¢ éng time
encryption, fragmentation, and hardware-based @&dust as needed. In addition, our solution offers a haghurance
Platform Module [3]. These techniques often useshalor platform authentication where the cloud user can be
as combined. In [10], the author proposes the qunoé authenticated by the cloud storage server to pteiten
using a privacy manager that explicity handles thestorage space be wasted by malicious attackerseifying

obfuscation of the data through encryption. Theppsal
also utilizes the concept from Trusted Platform Med
(TPM) to use it as a hardware-based cryptograpiid. t
TPM stores the keys and assist the obfuscatiorepsog.e.,
encryption) on the user's machine, based on sgaqoaiicy,
before sending the encrypted data to the cloudagsor
provider. In [27] and [28],
fragmentation technique to slice up a large churdata into
smaller pieces. Each fragment is encrypted usinmigue
key. Each encrypted fragment is then sends tolthelcThe
details of the management of the keys and the gioteof
the keys are not addressed in the paper. Hardwanpet-
proof token based approach was briefly explorefL&). In
this approach, TPM is used to store the keys af ageto
store the keys in the dedicated sealed environmiémt.key
computation also takes place in the sealed envieotinThis
design approach makes it more self-resilient frastetial
attack since the keys and the computation are better
protected in the sealed area. Though it has metits,
proposed solution is implemented in the public dland
would suffer a number of problems. Most signifidégnthe
availability will suffer if one of the clouds, caihing either
the key or the data, goes down and the user wauldfbnot
being able to access their data when they needddition,
the public cloud is insecure, especially to stoeerets.
There’'s number of growing concerns for the cybéacks
that are specially geared towards public cloudtHemmore,
the key management aspects were never mentioned.

VIII. CONCLUSION

We have proposed a portable key management service

that centralizes all the expense and expertiseaifitaining a
large number of keys, and yet the keys are hightyise and
available. Our key management service employs toyph
user’s data before they are sent to the cloud whéesecret
keys used to aid the encryption is securely hekiden a
tamper proof hardware device. This effectively jdeg a
mechanism to utilize the cloud storage in a secoaaner
while protecting the keys from the cloud storagwises.

We address a number of important design considesati
to protect the secret keys, user’s data, and titéopin.

All keys managed by our key management service ar

secure as the keys are stored in a designatedd sstalege
area within a tamper-proof hardware device. Thisuess
that the general stealth of unique keys espedigllyhe use
of remote Internet connections is much more difficuin

addition, the keys created by our key managementcse
are ephemeral in nature. The ephemeral keys haygotary

the evidence sent by the user, the cloud storageidar
ensures that the requests actually came from gignhate
user‘s platform free from running any malicioustaafre.

In the near future, we plan to formalize the probbur
security protocols using a security verificatiomltguch as
SPIN or fs2pv [26]. As the mobile devices such as

authors propose to usesmartphone and tablet PCs becoming a big playghen

cloud computing, we have a plan to port our propoda
these devices. Also, we plan to incorporate ouutsmi to
work with a commercially available cloud storagevise
such as Amazon S3.
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