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requiring face-to-face communications, and in generahdei

during the recent years. People rely on these sites to obtain more convenient.

information due to a number of advantages they offer as compad
to conventional sources of knowledge (e.g., asynchronousd

Nevertheless, in all these situations, there is a lack of

convenient access). However, for the same question one may€tting of these modern sources of information for theirliyia

find highly contradicting answers, causing an ambiguity wih
respect to the correct information. This can be attributed
the presence of unreliable and/or non-expert users. Thesevo
attributes (reliability and expertise) significantly affect the quality
of the answer/information provided. We present a novel appoach
for estimating these user's characteristics relying on huran
cognitive traits. In brief, we propose each user to monitor he
activity of her peers (on the basis of responses to questiorsked
by her) and observe their compliance with predefined cognitie
models. These observations lead to local assessments thah de
further fused to obtain a reliability and expertise consensis for
every other user in the social network (SN). For the aggregain
part we use subjective logic. To the best of our knowledge thiis
the first study of this kind in the context of Q&A SN. Our proposed
approach is highly distributed; each user can individuallyestimate
the expertise and the reliability of her peers using herdirect
interactions with them and our framework. The online SN (OSN),

which can be considered as a distributed database, performs

continuous data aggregation for users expertise and reliality

correctness and accuracy, among other characteristias. Fo
instance, in the physical world, an oculist is an eponymous
source, that has been recognized asaathority on eye dis-
eases. The same holds for a book that is used in a reputed
medical school to train doctors; its usage in the medicabstch
automatically attaches to it the status of infallibilitynQhe
contrary, it is clear that for information provided by an ioel
source, the same property does not hold. In social psyckiolog
studies, people have been found to place a higher trust on
information provided from sources classified as autharitig,

even though the classification (e.g., book used in uniwgrsit
itself is subjective. In [2], a study with a diverse set of larm
participants on how they search for and appraise medical
information, it was found that a “professional look” of a
web site made it appear to be more authoritative. Improper
banner ads affected the credibility of the site. Nevertgle

assessment in order to reach a consensus. We emulate a Q&A SNan unscrutinized source can still be preferable to humans if

to examine various performance aspects of our algorithm (g.,
convergence time, responsiveness etc.). Our evaluationsdicate
that it can accurately assess the reliability and the expeise of a
user with a small number of samples and can successfully reac
to the latter's behavior change, provided that the cognitie traits
hold in practice.

Keywords: Q&A Social Networks, Subjective Logic, Expertis,
Reliability

I. INTRODUCTION

it is easy to access and convenient. Studies have shown that
individuals may rely on less trustworthy but more accessibl
sources to obtain the information they need risking thoungh t
accuracy of the information itself [3]. This however, inases
the possibilities that their search is inadequate or lefisctare
and for the information obtained to be flawed.

It should be clear that the reputatioand the expertise
of the answerprovider has a direct impact on the quality
of the information obtained. As we will discuss later, there

Social media have intruded humans’ lives during the lagkist studies that try to assess these characteristics ska u

decade and have altered many of their social interactions. Gn a Q&A SN individually. In our preliminary work [4], we

of the aspects that have been significantly affected is the wake a novel direction by solely utilizing the human behaaiio
people acquire information. Printed sources of informratiad  patterns. The maifact our scheme is based on is tmability
knowledge (e.g., scientific magazines, books etc.) aregbeigf a person to know everything about anything In other
supplanted by digital media, while functions of traditibnayords, expertise is context dependent; Bob is a highly iigia
libraries are being taken over by online digital librarieseda person and an excellent Java programmer and can (with high
search engines, just to name a few of the changes. In OShgbability) correctly answer any question with regardshis
users seek for help in specific topics from their peers. As &spic. However, he will not be able to answer questions about
example, members of the Yahoo! Answers network can posheart diseases even if he is willing to provide truthful .(i.e
specific question, and the rest of the users are free to @ovidliable) information.

answers. The same is possible via the most popular OSN tqeyery question posted is related with a specific topic (e.g.,
date, Facebook, which has introduced a new feature called

“Questions”. Such online forum_S, Q&A SNs, online tUtO”_ng' LIn the following we will use the terms reputation and reliapinterchange-
etc., have the advantages of being asynchronous, oftenuwtithably.
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Fig. 1. Example of Response Matrices reflecting high and low  Fig. 2. Example of Response Matrices reflecting high, low and
opinions medium opinions.

“Java programming”, “Soccer”, etc.). Each user (e.g., é)lic would be unrealistic to assume that there is a globally cbeisi
keeps track of every other user’s (say Jack) activity pexgiaty and adequate way to estimate both (1) and (2) for any user.
with the help of theresponse matrix (to be defined in the Achieving global consensus in such judgments is problamati
following). This monitoring idocal, in the sense that it captureseven in relatively small user communities, and it is pradhc

the interactions between Alice and Jack. In other words, timpossible in large scale social networks. Instead, we ggep
response matrix includes information about tteactionsof to estimate (1) a subjective opinion of Bob about Jack’s
Jack on Alice’'s questions. Statistical metrics that captilve knowledge of “Medicine” and (2) a subjective opinion of Bob
compliance/deviation of Jack’s behavior with the expecteabout Jack’s reputation. As these opinions propagate \ga th
profile are then defined. Their computation enables Alice ttata communication network they can be combined to reflect
update her belief on Jack’s expertise and reliability. is faper overall user reliability and expertise with high confidence

we further extend our local assessment framework [4]. lafpri  In this work we introduce a scalable and automatic way to
the social network as a whole can aggregate, using sulgectissess individual opinions as well as further fuse thosei@ms
logic, the individual/local opinions on Jack’s expertiseda along information propagation routes. We utilize cogmitiv
reliability and obtain a global opinion for his charactéds. principles of human reactions to requests of informatidn. |
Even just a subset of users can collaboratively estimatiéslaca user tends to respond consistently to questions related to
attributes by utilizing the subjective logic mechanismeThain particular topic, we consider her knowledgeable in thaaare
advantages of our assessment system are its lightweiginenaMeanwhile, if the user is willing to reply to many remotely
and the fact that can be applied bdttally from every user related topics, it would be safer to assume that this pesan i
individually or by a subset of them (or even the whole SN). Themateur in each of those areas and her replies should bedreat
contribution of our work can be summarized in the followingas less reliable. We formally capture these behaviorabpat

. Design of a human cognition based, lightweight framdly maintaining pa_irwise user views of each other in the fqrm
work for simultaneously assessing the reliability and exf response matrices (RM) Columns of a response matrix
pertise of a user in a Q&A SN. Alice can use thi€orrespond to topics of interests, while rows reflect histofr

framework to obtain an subjective opinion on Bob basé¢f€r responses. _
on their interactions. Figure 1 shows an example of two response matrices reflect-

Integration of our framework with subjective logic toiNg views of Bob of Jack and vice versa. In this example, Bob

acquire a consensus for Bob’s attributes and reduce {}&S Posted 3 questions for each category and the same is true
uncertainty that accompanies the local assessments. for Jack. For each one of Jack’s questions, he assigns the val

Th t of th . ved foll Seci T{ ‘1" in the corresponding matrix element, if Bob replied to
€ rest of the paper IS organized as Tollows. Section it,, otherwise, he inputs ‘0‘. Similar steps are followed rfro

provides a simple example illustrating our system model a%b when obtaining Jack’s response matrix. In the example

the bas'? 'flza (if gyr apgroach. S.?Ct'%n i (lj)rleﬂy d'scuﬁnﬁchprovided, Bob has a high opinion about knowledge of Jack in
vious related studies. Dur cognitive-based assessmea “Programming” since Jack’s replies are consistently fecus

is presented in Section IV. Section V presents our evaluanoon this topic; Bob's opinion about Jack’s reliability is als

while Section VI concluded our study. high, since Jack’s responses are not spread over variougegem
topics. Meanwhile Jack has low opinion about Bob’s knowéedg
in “Medicine”, as well as Bob’s reliability.

Consider a simple scenario with two users, Bob and Jack,To sum up, user's overall reliability is reflected through
replying to each others questions about various topics. FEpread of 1s over rows of the RM, while user's expertise
our example we consider three topics of interest: “Footpallin particular topics is represented as density of 1s in the
“Medicine” and “Programming”. Our objective is to enablecorresponding columns. Figure 2 illustrates another s@ena
each user to judge thguality of the information obtained from where user Bob has medium opinion about Jack and his
any other user. Assume that Bob received some informatiknowledge of “Medicine”. Obviously, Bob has a low opinion
from Jack related to “Medicine”. Intuitively, the qualityf this about knowledge of Jack in “Programming”. Meanwhile Bob
information is tightly related with (1) the knowledge of Bac has a high opinion about reliability of Jack, since respsrafe
about “Medicine”, and (2) the reputation of Jack. However, Jack are not scattered over remotely related topics. Inddect

Il. OUR APPROACH IN BRIEF



IV we formalize our approach building on this example. in [12] [13]. Hanget al [14] further introduce a third operator
Figure 3 represents the general structure of informatidimat can handle cycles/dependent paths.
propagation and data fusion in a Q&A OSN. Individual users’ Expertise inference: There exist studies in the literature
opinions about their peers are continuously generatedgusthat try to assess the expertise metiReferral systems or
dynamically updated (independent) response matricesn&te expert finders (e.g., [15] [16] [17]) try to locate people who
work will utilize collective intelligence to assess a conses are most appropriate for providing the requested inforomati
reliability and expertise of the users. Subjective (locgnions These systems account only for the expertise of an infoomati
are generated and propagated automatically without éxpliprovider, not considering her willingness to help (which is
involvement of users. For this purpose we do not requiresuseelated with her reliability). For instance, ReferralWweb8]
to evaluate quality of responses from their peers. exploits the social network within a community to identify
a set of experts with regards to the information requested. |
leverages the “six degrees of separation“ phenomena, which

LEGEND:

-~ 4@ states that the distance between two individuals in a n&twor
i 4 T ol is relatively small. Hence, one can possible exploit thesgas
ﬁ%—» @ il relations to find an expert. Nevertheless, the flexibilitysih-
/ / database ilar systems is low for two main reasons: (i) only the exserti
’ W ment . : : : e
@g N of an information provider is accounted for, not considg tirer
c . == zoncraion willingness to help (which is related with her reliabilitgnd

(ii) only binary decisions are made with respect to a usendpei
an expert or not. However, in the majority of the situatioasns

Fig. 3. Distributed propagation and fusion of informatidsoat have some measure of expertise, thus, emerging the need to
users reliability and expertise. quantify the level of this expertise. Zhaergal [19] make a step
further and not only they identifgxpertiseusers in an online
[1l. RELATED WORKS Java forum, but they also evaluate algorithms that rankethes
In this section we will briefly discuss existing work on€Xperts. They use a centralized approach that leveragésl soc
reputations systems and expertise inference. network analysis tools considering the network graph stinec

Reputation systems: Reputation models have been priExpertRank (the core algorithm of Hermes system) [20]zedi
marily considered in the context of online electronic maske the main features of the PageRank algorithm [21], which sank
Users of each specific market rate each other, and a certtaliweb pages based on th@iopularity on specific topics as seen
authority computes the trust value (reliability) on eveiygge from Web users. In our case, that of expertise ranking, ibis n
entity [5]. These computations are mainly based on simphély important to know how many answers on a specific topic
statistics acquired from users’ feedback (e.g., positime aJack has posted but also to whom questions he has replied.
negative feedback). Sabatetral. [6] design the regret system.We should put less weight to answers provided to Alice who
They describe their scheme using an example borrowed fromién@ neéwbie as compared to answers provided to Eve who
online marketplace and they show how their system exploits therself has some level of expertise. Other studies thatased
social relations among the different users. In brief, thiabdity ~On centralized graph mining algorithms and leverage social
that a user (say Bob) has on any of his peers (say Jackygtionships can be found in [22], [23], and [24]. Neveltiss,
based on their direct interactions as well as the interastif all of them either provide binary classification (i.e., Jaek
witnessegsay Alice) with Jack and their social relation withan expert or not) or they provide a relative ranking among
him. Huynhet al. [7] further introduce the notion of certified the users, without revealing enough information for thesalct
reputation. If Bob has no interaction with Jack and he canr@¥pertise of the user.
find any witness to report reputation information for Jagigkl ~ Recently, Kasneciet al [25] designed a knowledge cor-
can present certified information about his past perforrmang¢oboration system for Semantic Web called CoBayes. In par-
These are essentially references from other agents who htgslar, they build a bayesian-based system that assebses t
interacted with Jack. Certified reputation is very usefuldpen truthfulness of statements extracted from various sitdse T
multi-agent systems, where user can leave and join theraystgystem outsources the corroboration task to a set of agsesso
arbitrarily in time. Wang and Singh [8] [9] follow a morewhose expertise is also under question. The authors’ e@hsa
rigorous approach, building on the notion of theobability demonstrate the applicability of their approach. Howetrexy
of the probabilityof outcomes [10]. In particular, they use thevork in a different context (that of semantic web and knowl-
triple of belief, disbelief and uncertainty along with difent edge corroboration) and under the assumption that users who
statistical measures to formally capture the trust on amtageassess the truth of the statements are indeed reliable.

The same authors in [11], borrow ideas from the generalizedDistinguishing our work: The existing studies are designed
transitive closure literature, and in particular from palyebra, with different objectives in mind. On the one hand, repoiati

to introduce two operators for propagating trust throughudtim systems are only interested into estimating the religbdit a
agent system in a distributed way. This approach is in stamktwork user, ignoring the context dependencies. In additi
contrast with the centralized reputation/trust systenesgmted most of these schemes are focused on different types of



networks making it hard to directly apply them in the area a@fuestions (that is;) for every one of the. different categories.
Q&A SNs. On the other hand, expert finder systems are focudadour example we haves = » = 3. Note here that, there
on identifying a set of users able to reply a specific questiols no actual correspondence between the actual time and the
neglecting most of the times both the general reputation wfws except that the queries were made within the time iaterv
a user as well as habsoluteexpertise. For instance, Alice Tr;, corresponding to the RM. Thus, multiple “ones” in a row
might be a wonderful IT consultant to her regular customesimply imply responses obtained to multiple queries inetéht
but her offhand IT advice might not be completely trustfulopics within Tz,,;. A single RM can be thought as a single
as she is not know to be entirely forthcoming. Furthermorsnapshot of the network (with respect to Jack’s activity @s p
there are significant differences between the architectdire Bob’s view). As time elapses there are more questions posted
our approach and that of the existing schemes. For instanaed more snapshots for the network created. Hence, for the
reputation systems are mainly based on feedback acquipdposes of our study time can Ineeasuredwith regards to
from the users. In contrast, our approach does not require ahe number of snapshots that we have for the Q&A SN.
explicit involvement from the users as mentioned in Sectiokssessment otZeb, .. . .. The expertise of Jack is tightly
Il and it is based on cognitive models for human behaviarlated with sspecializationAn expert on one topic is expected
Most importantly, each user can apply our framework locallyp be rather engaged on the related questions. Thus being
to obtain a subjective view of any other peer, without reigair consistentlyactive is a sign of expertise in the corresponding
the knowledge of the network graph structure or that of theategory [19]. For this task Bob will use the columnafey,
underlying social relations. that corresponds to “Football” (let it be colump Columnj is
There also exist literature that deals with closely related a vector, denoted by 2%7 (1) ¢ ®wx1, of Os and 15X 2% (1)
interesting issues from the perspective of cognitive st@en can be though as an observation vectorritelement, denoted
For instance, [26] examines the way a user builds experti®g. [, (1)]5°%7, is equal to 1 if Jack responded to the
However, to the best of our knowledde, date there exists no “Football” question in the snapshgtotherwise itis 0. Since we
work in the literature that tries to exploit cognitive andhaa- currently do not consider, the appropriate of the answejjuste
ioral characteristics of humans to reach ti@nt estimation of measurethe interest of Jack on “Football” through his active

reliability and expertise participation in the corresponding discussions; this caughly
capture higendencyfor expertise in the field. A spammer, or
IV. A SSESSMENT SCHEME a person who just posts noisy answers, can be thus falsely

In this section we will present our scheme which estimatégnsidered to be an expert on “Football*. Later, in Sectign V
the reliability r; of user: (say Jack) and his expertisg, on we will describe scenarios where expertise is falsely nefeér
queries of type (say “Football”). For our presentation we buildand how we can mitigate these occurrences.

on the example of Section II. Each one of the questions in a snapshot can be thought as a
N o Bernoulli trial x. The trial is successful if Jack responds. Thus,
A. Individual estimation assuming Jack is not a spammer, the probability of sugcess

Our individual estimation scheme was presented in ouinitiX IS equal to Jack’s expertise on “Football”, which we assume
work [4]. Here we give a brief overview for ease of furthefo be constant throughout the snapshot. In r_andom variables
presentation. terminology, the outcome of thie” trial [\, (1)]57°%7, is O if Jack

Response matrix (RM): The Q&A SN's participating did not respond to thet* “Football” question, and 1 otherwise.
entities can be both consumers of information, as well d$ierefore, the pdf ofc is:
providers. When a consumer Bob a'_sks a query he obtains Fu(X = Ap) = M- (1 — p)i—n )
responses directly from multiple providers (e.g., JackdalG
of the SN is to assess the quantities . ande;acr o Vg € Q, By replacingp with eZob .. .. .., the probability density
where @ is the set of different topics (in our case = function described by Equation 1 can be thought as the formal
{“Football”, “Medicine”, “Programming”}). Bob can obtain definition of Jack's expertise. Given the expertise sample s
locally a subjectiveopinion about Jack’s (i) reliability and we have collected, we use the MLE framework to obtain an
(ii) expertise ing. He can further augment this opinion usingestimate on parametgrIn particular, this estimate corresponds
subjective logic consensus operator to combine views afrotho the solution of the following optimization problem:
users (e.g., Alice) about Jack [27]. Ideally the SN can nawnit

all of these interactions and collect all these subjectpigions, max E-Zlog(fi(/\ilp)) subject top € [0, 1] (2)
to efficiently approximate arobjective value for ;... and i=1
€Jack,q- Considering one snapshot/RM of the network at time

The first step is for Bob to derive the RM for Jackprovides Bob with a single sample set. Thus by solving the
MBob e 1wxn; mwxr s the set ofw x n matrices,w is the MLE problem he acquires a single point estimagg. In order
number of questions per category considered (e.g., posiad f to compute the uncertainty on the expertise value with respe
Bob) during the time periodz,; over which the matrix is to Jack, we propose the use @f snapshots in time, which
calculated and. is the number of different topics. For easaill provide m sample sets. Using the estimates computed from

of presentation we assume that Bob posts the same numbeMbE for each of the above sets, Bob can compute the average



estimatorp and its standard deviatigfy,. In turn, this provides uncertainty accompanied with the individual opinions as we
a method to obtain an expertise intergabf width 53, centered will also see in our evaluations.

atp. Using an interval, rather than a single point value, allogs  In subjective logic, opinions are represented by triplett.

to capture the uncertainty embedded in the expertise g#tima ¢, d and« be non-negative values such thati+v = 1,{t,d,u} €
Assessment of-2et, :  Reliability is a personality trait, related [0,1]>. Then the triplew = {t,d,u} is called anopinion, where
with the “good will” of an entity. Given its highly subjecév components, 4 and « represent levels of trust, distrust and
nature, there are no clear metrics for Jack’s reliabilitpwgver, uncertainty. For example, high distrust with some uncetyai
as aforementioned, a reliable person (within our conteat) c(0.1) could be expressed as an opinion= {0.0,0.9,0.1}, while

be roughly profiledas follows: high trust with a minor uncertainty of 0.04 could be exprésse

1) Given that Jack cannot be an expert in a large variety 8 OPiNiONw; = {0.96,0.00,0.04}. In our case we have opinions

This translates to the matrix 3¢ (1) of a reliable person category (after deriving the triplets from the correspowdi

being dominated by Os. intervals as described in the following). Lefe® andw/ticc be

2) Reliable Jack is expected to consistently reply to tH@o opinions of entities3ob and Jackabout statemer (e.g.,
topics of his interest/expertise. This translates to tH can be Jack’s reliability). Then their combined consensus

matrix M Zeb () having aminimumnumber of ‘1’ entries. OPinion is defined as:

Using the above profile we can formally define thigh,. o BebJack — ,Bob gy Jack — {tfobw’ack,dfobwfack,ufobw’ack} (5)

P
61 i i Bob I
Let R, be the number of 1w egtnes imz5ob (). With s, Where (BobJack _(iBabyJack 4 JackyBob) g BobJack _
H ) P P P P '
being Kronecker’s deltag; = sz[mw].’?’é’fk’l' Furthermore, (uBobuJacky Jg, qBobIack — (gBobyJack y glackyBob) /i andk =
J=1i=1 - ufub + %Jack _ ugobupJack)'
let vectori 525, = 15, =[S 8m, 180 1) Jecr- ECh element Deriving opinions from the response matrices:In order to be
i=1

ack’ . . . . 3
of ﬁf?ol?k is the number of Jack’s replies in each query catego _Ie to use su.bjep.tlve logic for consensus est|mat_|on we nee
ac map the reliability and expertise intervals obtainedaltyc

Finally, let R, be the number ofmodesn the sample seﬁ?gﬁk. ; . iy
The mode of a dataset is the value that occurs more oftenfriRAm BOb_ an?hAﬁEbabOUt Jack into optml%ns. biective loai
it. In our case the sample sﬁ]ack is a vector whoseat" ASsuming that;c, = [“.’ b we generate Ihe subjective logic
. ) . gpinions using the following equation (likewise, a mappaam
elementr;, is the number of responses from Jack with respekc):e desianed for the expertise opinion tripldte! )
to categoryi. For a topic of expertisg we expect to have 9 P P PUSEE: «Footbanrs):
=; = w, which will be the mode offf ,,.. (since this is the Bob a+b a+b b—a b-a

maximum possible value). By defining the sebs follows: @rack =1 2 T 2 7 2 ; (6)
V. EVALUATIONS
S ={ilmi 2 2 ke{Tgf.n}{”}} ) In this section we present the results from our evaluations.

o ) The experimental set up is similar to the one in [4]. In brief,
we haver; to be equal to the cardinality of thatis, 7, = |S|.* e create synthetic data using (i) a priori fixed expertise (o
_Based on th_e above definitions, Jack is considegiable, that o5ch topic) and reliability values for every user and (iip th
is ot =1, iff: process depicted at Figure 4. We are primarily interestéal in
identifying 4 categories of users; “Reliable expert”, ‘Wative
a<RI<B A R<y (4)  expert”, “Reliable amateur” and “Talkative amateur”, withe

When these inequalities do not hold we need to upda%lmeS being self explanatory.

Jack’s reliability value. [4] provides a detailed desdaptof
the underlying process and the corresponding penaltyifumt

Reply > 1"

B. Consensus assessment

By executing the above process, Bob has obtained a subjec-
tive view of Jack. The next natural step would be for Bob to Reply > '1° Silent > '0°
collaborate with other peers (e.g., Alice) and combinecdéht
subjecti\_/e c_>pinio_n_s of Jack. This will ena_ble him to obtain arig 4.  Flow diagram of our user model and our simulation
moreobjectiveopinion for Jack. The same is true for the SN asparameters.

a whole; a central authority can gather all these local opigi . , .
and fuse them towards obtaining a consensus for every ué%r.Perf.ormance under.statlc users’ behavior _

We use subjective logical consensus operators for this. taskOUr first set of experiments focuses on scenarios where users
The consensus Operator not 0n|y allows us to fuse the Omni(ﬁ:dhere to a static behavior. For Instance, a reliable useaires

on expertise and reliability of users, but it also reduces t/§0 throughout the whole emulation period.
Recovering the real expertise/reliability: Initially we opt

2In our set of experiments we have set= 0.8. to examine the accuracy of the individual assessment scheme
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Fig. 5. Inference accuracy of our scheme.  Fig. 6. Accurate reliability assessment. Fig. 7. Small reputation uncertainty.
We consider a set of 10 users who menitor. After obtaining pattern into several columns/topics (many more than the few
the corresponding RMs, we apply our framework and obtain tle&pertise topics expected for each user). Thus, there widrb
corresponding opinions. We begin by examining the columoserestimation of user expertise in these topics, whichltem

of the RMs in order to obtain an estimation for the expertigbe low accuracy. Figure 8 depicts the empirical CDF (ECDF)
of the user with regards to each topic of interest. We theri the difference between the trust of the expertise opinion
examine the structure of the whole matrix in order to asdsssand the real expertise value for different number of snapshot
reliability. As one might expect, the trust value of the assel used for the estimation (i.et. — ¢*). As we can see with
(reliability or expertise) opinion triplet is not suppostmlbe high probability, the inferred value is much larger than the
exactly equal with the predefined (reliability or experfigalue. actual one. For instance, with probability greater thet this

For this reason, we define some criteria in order to evaluatiéference is greater than 0.5. Figure 9 depicts the unicgyta
the quality of the estimation. Denoting the real value of the. associated with the expertise.

attribute (topic expertise/reliability) with*, we define to have  Refinement phase: The inaccurate expertise estimation can

a successful inference iff be attributed to the fact that only the column structure, and
not the matrix structure, is considered for this task. Ineord
a" €ft—u,t+u] V [t—a*|<p-a”, pe0,1] (7) to overcome this problem, we include a refinement phase.

In brief, after usingk snapshots to estimate the reliability

The value ofp dictates the strictness of the convergencef a user (which is extremely accurate), we scale down the
Smaller values correspond to more strict convergence. n dnitial estimation of the expertise opinion (trust valuejing
experiments we have set = 0.15, that is, the trust of the the assessed reputation. Figure 10 illustrates the process
assessed opinion is at most 1%fifferentthan the actual value. Once the initial opinions for a user's (say Alice) expertise
Our results are depicted in Figure 5 where accuracy is shown a topic and her reliability are obtained they serve astmpu
for different number of snapshots used for the estimatioimto the refinement engine, which providegedined opinion
Accuracy is defined as the ratio of the correct inferencésr Alice’s expertisew?®/. The goal of this phase, is to scale
(based on Equation 7) over the total number of estimatiorown the expertise based on the reputation. Since repmtatio
As we observe, irrespective of the number of snapshots usgdestimated based on the structure of the whole matrix, it
our scheme is capable of identifying thieal reputation of canreducethe instances of falsely perplexing a spammer for
all the users. Figure 6 depicts the empirical CDF for thieeing an expert. In particular we use the following equafan
difference between the assessed trust on reputatiand the refining the trust on the expertise:
real reliability »* of the user (i.e.t,. —r*). As one can see, the
absolute value of this difference is always smaller thar0.0 rel — 4o 12 (8)
The independence from the number of snapshots used for the
estimation implies that if our cognitive model for the users
holds in practice, their reliability can be restored faiffyst 1
(i.e., small number of snapshots are required). Figure Tctiep ==

0.8f|—50

the (low) uncertainty., associated with the reliability. ||

—250 —10
06 0.6/

Despite the fact that we were able to recover the reliability & |5 g e

—1000
0.4r| — 10000 0.4 —2%

for all the users, the accuracy with regards to the expeigise ' ' =
relatively low (~ 30%). The reason for this performance can be °* 0z — 10000
attributed to the fact that when applying MLE on each column  $s
of the RM, the correctness of the answer is not considered. As

result, the presence of multiple ‘1's in a column is consédieals  Fig. 8. Overestimating expertise.rai%t)?' Significant expertise uncer-

a sign of expertise even though it can be the result of spagmin . _ _
activity. In other words, a “Talkative” user will exhibit i To reiterate, when a user is less reliable, we degrade theteff

of his intense activity on many topics using Equation 8. We
3We have tried to distribute the different profiles evenlyoasr the users fu_rther need to_ uPda_'t? the_ d|Str_USt and uncertainty a_smbla
monitored. with the expertise opinion since it must haldd+« = 1. Given

0 05 .
. 0 0.05 1015 02 025
Expertise distance (t -e) Expemose fuzziness (u )



B. Consensus and dynamic users’ behavior

During the operations of a Q&A network, a user might
r change his behavior for a variety of reasons. In the simplest

Obtain R,

@, ={1,.d,.u}

case, Jack can initially be a “Reliable amateur”, and after a
period during which he builds his expertise, he can become a

Compute rfi), efi)
Update intervals R, E;
i+

_ “Reliable expert”. Hence, it is important to examine the-per
o, ={t,.d, .u} —’wgef formance of our system under scenarios that involve behalvio
changes. We will also study the performance of the consensus
assessment and its overall effect.
Fig. 10. Flow diagram of our assessment procedure. Our preliminary results [4] have shown that our scheme
can follow the dynamic behavior of a user. In particular, we
that2*/ < ¢., if we do not update (increase) andwu. (thatis have seen that when users alter among the different types of
if d2¢f =d. andul®’ = u.), we will havet* + d2¢/ +u2¢f < 1. behaviors, our framework can follow these changes. Reball,
Hence, we distribute therust degradationt, 4., = t. — t./, Whenz snapshots have passed, we utilize all of them for the
to the expertise distrust and uncertainty proportionallyheir current assessment. In other words, the scheme as described
initially assessed values: until now exhibits afull memory Later we will examine the
performance using smaller number of snapshots (i.e., kgepi
only the most recent snapshots).

No

d,
ref _ c 9)
de = de + a : te,deg 9
e + Ue Il Trust [Distrust Il Uncertainty . Wl Trust [ IDistrust [l Uncertainty
” Ue
U;ef = Ue + . te,deg (10) 0.2
de + Ue 50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400

1
0.5|

1
o

50 100 150 200 250 300 350 400 50 100 150 200 250 300 350 400

Care should be taken when = 1, which means that
de = ue = 0. In this caset, 4, is distributed equally across the
expertise distrust and uncertainty (i.€5 =l = 0.5-t, go)- L

Figure 5, depicts the accuracy of our assessment Sche % ° 5o 100 150 200 250 300 350 400 50 100, 150 200 250 300 350 400

. . A Time (# of snapshots) Time (# of snapshots)
when the refinement engine is used. As one can observe, the
expertise accuracy is significantly increase{%). Later, we
will delve into the scenarios where our scheme still fails to Fig. 13. User reliability.
correctly assess the expertise of a user. In brief, this éapp
for the case of a “Talkative expert”. The refinement phasé wil
reduce the expertise trust, even for the topics of her actual —— - |
i H H . M‘ Trust Distrust Uncertainty
expertise. The hit on the overall performance is not largges . B Tus Lous Bl unceriiny 1_
e . . 0.5
based on the cognitive profile these topics are very few (atme 2 lﬁ ——
. o . 5 1 15( 5 50 Al
3 topics for each user). In addition, falsely trusting an BUBR ¢ j;pEE—— os['f
. oy . . 0.5 -
is much more critical than having less trust in the answemof i = il
. . . . 1 50 100 150 200 250 300 350 400 1 50 100 150 200 250 300 350 400
expert, since in the former case the underlying social netwc OSII 0_5“
diffuses wrong information to its users. 0 0

Finally, Figures 11 and 12, present the ECDR6f —e* and 0s

uref, respectively. It is interesting to emphasize on the inszea 50 100 150 200 250 300 350 400 07750 100 150 200 250 300 30 400
. . i L. . Time (# of snaphshots) Time (# of snapshots)

of the fuzziness with respect to the expertise opinion. This

an artifact of Equations 9 and 10.

0.5
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10 Users 6 Users 3 Users 1 User

(a) Short perturbation (b) Long perturbation
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(a) True expertise topic (b) False expertise topic

Fig. 14. User Expertise: short perturbation period.

: 1
0s |2 o : Consensus study: We consider dynamic scenarios where
oal =250 a— Alice is being monitored by a group of peers who collaborate
& | |—omw . —s towards obtaining a consensus on her reliability and/oeexp
o = Yo —=0 tise. In the scenarios examined, Alice is a “Reliable expert
02 oa N but after some time, she perturbs for a period of time, when
. she acts as a “Talkative expert”. The initial “Reliable estpe
T eededsaner ey % (O Y PR PR E R period and the perturbation period are set to differentasin
Fig. 1. Expertise distance witFi9- 12 Expertise uncertainty with our experiments as described below. First we consider al smal

refinement. initial period of 10 snapshots and two different perturiati
periods; one short, 10 snapshots, and one long, 100 snapshot
Figures 13(a) and 13(b) present Alice’s reliability forfdient

refinement.
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Fig. 17. User expertise: long perturbation period with refirent.

Fig. 15.

User Expertise: long perturbation period.
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Fig. 18. User reliability for long initial “Reliable expérperiod.

Fig. 16. User expertise: short perturbation period witmegfient. assessment, due to the low reliability of Alice. As mentine
number of monitoring peers. The vertical yellow lines mari t IN the above, expertise refinement has a slightly negatfeetef

time points when the behavioral changes occur. As expecf¥y e expertise assessment for a topic of real specialiai
her reputation degrades during the perturbation periodiand! NS iS depicted again in Figures 16(a) and 17(a) during the
restored when it finishes. With a long perturbation periogl tfperturbation period (snapshots 10-20 and 10-110 respégtiv
degradation is higher as one might have expected. FiguresN@vertheless, this degradation is much less important when

(short perturbation) and 15 (long perturbation) preseiite’d compared With_the falge expertige inference. The effegt;is a
estimated expertise for different number of monitoring rpeedoWngraded with the increase in the number of participating

(the vertical yellow lines identify the points of behavibraP€ers in the consensus. For instance with 10 monitoringsuser

changes). The real expertise topic corresponds to a sufbjectVe have an approximately 30% less reduction in the trust in

which Alice indeed has a specialization during some perigtfice’s expertise. Nevertheless, the accumulated natfitae
estimation results in a slow restoration of th expertisau@al

in time (i.e., “Medicine”), while the false expertise topic ) - wiaH :
corresponds to a category for which she is not knowledgeaBit€" the perturbation period, which ideally we would like t

at alt. Note here that, the order of opinion combining is ndtliminate. As we will see later, a shorter snapshot histany c
important, as the consensus operator is both commutative &§/P towards this direction too.
associative [10]. Thus, in our experiments, we fix the order o Figures (18) - (22) present the corresponding results for
users (e.g., by their ID) and in every scenario we add opimio@n initial “Reliable expert” period of 100 snapshots and two
from this sorted list. different durations of the perturbation period (10 and 188ps
When no refinement is applied we observe that when Alig0ts respectively). The nature of the results is similah the
becomestalkative her assessed expertise is boosted in bof#st scenarios considered, however it is interesting tcenkes
types of topics (Figure 14(b) snapshots 10-20 and Figurk)15figure 18(a). We see that even a small perturbation period,
snapshots 10-110). This effect is pronounced with consensyith alarge good past, is enough to hurt one’s reputation from
The reason for this is that consensus reduces uncertdinty, t the standpoint of a single user. Alice’s reputations is neve
trust is increased. However, as one might anticipate froen tRompletely restored especially when only one user is used fo
results presented above, the refinement process elimitratesthe estimation. Nevertheless, applying the consensusatmper
false expertise problem (Figures 16(b) and 17(b)). In othBglps to absorb this effect.
words, if we examine the reliability and expertise assesg¢sne The effect of history length: Until now, whenever we
in combination, we can identify the periods of false exjgerti wanted to estimate the values of Alice’s attributes, we have
considered the whole history up the time of assessment.
However, some of these evidence might &&le and not
accurately represent the current behavior of Alice. Kegpin
a long history makes the assessment scheme less responsive

“Note here that, even for the expertise topic, there can bidserfor
which Alice is an amateur and has no knowledge for this topEcwesll.
As aforementioned, this can correspond to periods where isheuilding
knowledge, her account is compromised etc.
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“Reliable expert" period.

Fig. 22. User expertise: long perturbation period and lanitgl

to dynamic changes; it might take a lot of time to restore . .~ expert* period with refinement.

reputation/expertise even after a relatively shioad period. . . . _
Furthermore, as one can observe from Figure 5 our systéinthis case, he will rarely reply to questions, even if they

provides similar accuracy when a small (e.g., 10) or a largt&l into her expertise, leading to a false assessment of her
(e.g., 10000) number of snapshots is utilized for the estim@eing a “Reliable amateur”. Even though such behaviors do
tion. Hence, we are interested into examining the dynanii@t spread wrong information in the network, it can impaet th
performance of our scheme while retaining a smatiemory overall quality of the underlying network (e.g., many qimss
In particular, after: snapshots, instead of having observatiofgmain unanswered). In addition, despite the fact that we ca
vectors of |engthr (from Snapshot 1to Snapshﬁ); we have |dent|fy “Spammers" with the refinement phase, our scheme is
vectors of lengths (from snapshot — ¢ + 1 to snapshot). not robust to the presence ofalicious entities. Since we are
We repeat our perturbation experiments with consensus cdit considering any feedback on the replies or their coneess,
putation with a history window ofs = 10 snapshots (only @ malicious user can focus on a few categories and reply to
the results with refinement are presented). Aggregating tfideries of these categories, even if he does not really theve t
opinion of many users about Alice, through the consens(ight information. Given that he adheres to the expectedilpro
operator, resulted in a decreased uncertainty as seen .abB@eWill be classified as a “Reliable expert” and his peers will
However, even when combining the opinions of 10 users, tH&at his responses as ones with high quality. On the pesitiv
assessment is not very reactive (in terms of speed of reg¢to Side, this can affect only a few categories and hence, thitre w
the behavioral changes (e.g., Figure 17(a)). As our sinamat Not be excessive wrong information diffusion. In additidthe
results in Figures (23)-(25) indicatéorgetting old evidence underlying network has many real “Reliable experts” in thes
provides flexibility when aggregating opinions as well. &lotcategories, they can possibly isolate the malicious useds a
here that all users whose opinions on Alice we aggregatimret@Psorb the wrong information.
the same length of history (10 snapshots in our simulations) We would like to reiterate that currently we are only con-
We present our results only for an initial short “Reliablgpex” sidering the presence of a reply or not, assuming that users
period and for two different perturbation durations, hoerthe strictly adhere to the cognitive profiles defined. Neveghs)
results with other combinations of period durations arelaim in reality the quality of answer is not binary. In the near
future, we seek to utilize real data to perform the following
VI. DISCUSSION ANDCONCLUSIONS necessary tasks: examine (i) the compliance of real uséfs wi
Before concluding we would like to emphasize on ththe traits presented and (ii) any improvements possible by
limitations of our work. Even though the user model we arecorporating (assured) expert knowledge information/and
considering is both simple and realistic, it is not certdiatt users’ feedback. Note here also that, in a real Q&A netwoek th
every single participating peer follows it. For instanaggapert pairwise interactions between users can be sparse. Asgumin
user might be selfish as well, being silent most of the tim#éat all the questions are posted from a singger (i.e., the
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El
[20]

network), we opt to examine modifications of our proposggl

scheme applicable to Q&A SNs with scattered interactions
[12] J. S. Breese, D. Heckerman, and C. Kadie.

between users.
To conclude, in this work we propose a cognitive-basegg]

lightweight scheme for simultaneously assessing the égper

and reliability of a Q&A SN user. Every user can estimate | i4]

cally, a subjective opinion from any other peer. These apisi

can be further fused using the consensus operator borroviid
from subjective logic, to obtain a mombjectiveview of the
users. Our simulation results show that under the assumptio
that users adhere to the model presented, our scheme [@3hB. Krulwich and C. Burkey. The contactfinder agent: Arsing bulleting

successfully estimate these attributes. Table | sumnsatizee

[16]

basic features of our assessment engine and the objectiye ths)
accommodate.

Feature/Module ||

Effect |

Refinement phase

Mitigation of “False expertise"

Consensus

Reduction of uncertainty

Shorter memory

Better responsiveness to dynamic behavjor

TABLE |
EFFECT OF THE VARIOUS MODULES OF OUR ASSESSMENT SCHEME
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