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ABSTRACT

The ongoing growth in wireless communication continues
to increase demand on the frequency spectrum. The cur-
rent rigid frequency band allocation policy leads to a sig-
nificant under-utilization of this scarce resource. However,
recent policy changes by the Federal Communications Com-
mission (FCC) and research directions suggested by the De-
fense Advanced Research Projects Agency (DARPA) have
been focusing on wireless devices that can adaptively and
intelligently adjust their transmission characteristics, which
are known as cognitive radios. This paper suggests a game
theoretical approach that allows master-slave cognitive ra-
dio pairs to update their transmission powers and frequen-
cies simultaneously. This is shown to lead to an exact po-
tential game, for which it is known that a particular up-
date scheme converges to a Nash Equilibrium (NE). Next,
a Stackelberg game model is presented for frequency bands
where a licensed user has priority over opportunistic cogni-
tive radios. We suggest a modification to the exact potential
game discussed earlier that would allow a Stackelberg leader
to charge a virtual price for communicating over a licensed
channel. We investigate virtual price update algorithms for
the leader and prove the convergence of a specific algorithm.
Simulations performed in Matlab verify our convergence re-
sults and demonstrate the performance gains over alterna-
tive algorithms.

1. INTRODUCTION

As wireless communication devices become more perva-
sive, the demand for the frequency spectrum that serves as
the underlying medium grows. Traditionally, the problem of
allocating the resource of the frequency spectrum has been
handled by granting organizations and companies licenses to
broadcast at certain frequencies. This rigid approach leads
to significant under-utilization of this scarce resource, as can
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Figure 1: Much of the frequency spectrum is un-
derutilized, even though most of it has been as-
signed [9].

be seen in Fig. 1. Moreover, frequency utilization varies sig-
nificantly with time and location [2].

A cognitive radio is a wireless communication device that
is aware of its capabilities, environment, and intended use,
and can also learn new waveforms, models, or operational
scenarios [15]. For example, cognitive radios may operate
opportunistically to make use of unused spectrum or com-
pete with other cognitive radios for a shared frequency band.

Recently, the federal government of the United States
has changed its approach to managing the frequency spec-
trum. This paradigm shift is explained in [1], where the
Federal Communications Commission (FCC) describes how
cognitive radios can lead to more dynamic and efficient use
of the frequency spectrum and proposes rule changes and
certification tests for such radios. Moreover, the Defense
Advanced Research Projects Agency (DARPA) has initi-
ated “The NeXt Generation (XG) Program” in their Strate-
gic Technologies Office to study how to “dynamically redis-
tribute allocated spectrum” for defense purposes by making
use of cognitive radio-like devices [9]. Cognitive radios are
poised to alter the wireless communication landscape.

Cognitive radios dynamically interact such that the desir-
ability of outcomes depends not only on their own actions
but also on those of other cognitive radios. Therefore, cog-
nitive radio system design is a natural context in which to
apply game theory. This paper applies the Stackelberg game
concept and virtual pricing mechanisms to cognitive radio
networks.



1.1 PreviousWork

An excellent survey of recent research on the topic of cog-
nitive radios can be found in [2]. This paper discusses several
varied aspects of cognitive radios, such as sensing of the en-
vironment and spectrum management. It also lays out some
areas for future research. Two texts, [11] and [14], provide a
more complete technical background to cognitive radio de-
vices.

Other research investigates applications of game theory
to cognitive radio networks. Neel et. al. make use of game
theory tools and concepts such as potential games and S-
modularity while studying cognitive radio networks in [15,
16]. Nie and Comaniciou apply potential games and ®-no-
regret learning to networks of cognitive radios in [18]. The
research presented here is in many ways an extension to [18].

Game theory and pricing mechanisms have found fruitful
application to a variety of important problems in computer
and wireless networks. In [10], the Altmans apply S-modular
games to the problem of power control in wireless networks.
Game theory is also applied to power control in CDMA wire-
less networks in [4] and [5]. In [3], game theory is applied to
multicell wireless data networks. The case when resources
are divisible is considered in [13]. In [6], flow control is stud-
ied using game theoretical tools. Finally, pricing strategies
for a leader or administrator are studied in [8] and [12].

1.2 Summary of Contributions

This paper contains two main contributions. The first one
is to develop an algorithm that allows for transmission power
and transmission frequencies to be chosen simultaneously by
cognitive radios competing to communicate over a frequency
spectrum. This algorithm is developed by constructing util-
ity functions for each radio such that we have an exact poten-
tial game (EPG). We will define EPG in Section 3; for now it
will suffice to say that EPGs exhibit attractive convergence
and stability properties. Most of the literature on cognitive
radio networks has only considered the transmission power
and transmission frequency problems separately.

The second contribution of this paper is to apply the
Stackelberg game concept to cognitive radio networks. In
a Stackelberg game, there exists a leader who declares his
strategy before other players and then enforces it [7]. Cog-
nitive radios may interact opportunistically on frequency
bands that are owned by licensees whose communication
needs take priority over those of the cognitive radios. There-
fore, we assign the role of Stackelberg leader to the licensee
of a frequency band and assume that cognitive radios are
followers. Stackelberg games are a natural fit for this sce-
nario, but we are unaware of any other attempts to apply
Stackelberg game theory to cognitive radio networks.

The remainder of the paper is organized as follows: In Sec-
tion 2, we introduce our model and the problem we consider.
We develop an EPG for simultaneous power and channel
control in cognitive radio networks in Section 3. In Section
4 we introduce the Stackelberg game that models the inter-
action between a licensee of a portion of frequency spectrum
and cognitive radios that opportunistically make use of this
spectrum. Section 5 contains simulations of the game theo-
retical models we have introduced and demonstrates perfor-
mance gains that are achieved by utilizing the update algo-
rithms we propose. Finally, in Section 6 we summarize our
results and propose several promising directions for future
research.

2. SYSTEM MODEL

The model that we introduce is in many ways similar to
that studied in [18]. We consider N master-slave radio pairs
operating in an area of dimension D x D. This problem
formulation is quite general and can easily be modified to
consider other cases, such as radios transmitting to various
base stations.

Actions for a player 4 in the game (a master-slave pair) are
a power level p; in the set of power levels P = (p',p?,...,p™)
and a channel ¢; in the set of channels C' = (c*,c?,...,c").
These can be combined into a composite action (a pair)
si = (ci,pi) € S;. Therefore, the entire action space is
defined by S = x.S;,i € N.

The signal to interference ratio (SIR) for a master-slave
pair i is given by
. Lpihii
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where ~; specifies the SIR for the pair ¢, h;; is the link gain
from the transmitter in pair ¢ to the receiver in pair j, o is
the ambient noise on each channel (assumed to be the same
on all channels), and f is defined as

leres) = {1 ifew=c¢ @)
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When we study the Stackelberg game scenario in Section
4, we must consider also the noise generated by the leader’s
action pair when computing SIR values. Therefore, (1) is
then modified to:

pilii
> ke ks Prhki f(cks €i) + prhui f (e, ¢) + 0

where p; denotes the power level of the leader, and h;; is
the link gain from the transmitter in the leader pair to the
receiver in pair i. Also, note that the SIR for the leader, ~;,
will be as in (1), except that we will sum over all £ =1 to
k = N in the denominator.

Our objective is to find power and channel selections such
that all cognitive radio pairs achieve as high of a utility value
as possible, but also such that the leader receives a minimum
required SIR level of v*. This objective will be defined and
quantified precisely in Sections 3 and 4, with the choices also
driven by the desire to prove the stability and convergence
of the algorithms we obtain using game theory.

3. APOTENTIAL GAME
FOR SSIMULTANEOUS POWER
AND CHANNEL UPDATES

In order to develop an algorithm that allows for optimiza-
tion over action spaces that include power levels as well as
transmission frequencies, we specify a carefully constructed
utility function for each player i. The utility for each player
is the sum of three terms, which we will introduce individu-
ally. The first term captures the impact that other players
have on the interference sensed by the receiver in the pair i:

ik

N
1
TH(sis—i) =~ > pihjif(c;,ci). (4)
J#i,j=1
Here s; denotes a particular action pair chosen by player 4
and s_; denotes the action pairs for all other players. Note



that this term is part of the denominator of the SIR equation
(1) multiplied by —1, so maximizing it increases the SIR for
player 1.

The next term in the utility for radio pair 7 is

N

Ti(si;s-3) i=— Y pihijf(cic;). (5)

i, g=1

This term is very similar in structure to T} (s), except that
it captures the impact of a potential action for player ¢ on
the interference observed by all other players. Therefore,
by including the negative of this quantity in the utility for
player ¢ we cause players to cooperate.

The third and final term in the utility for player i is given
by

T (si,5-) :==alog(1 + pihii) + B/p:
—pihii f(ci, ¢i) — piharf (ci, ci)- (6)

This term depends only on the action selected by player 4
and provides an incentive for individual players to increase
their power levels. Note that utility increases logarithmi-
cally with increased power levels. By choosing this form
we assume that players receive diminishing marginal util-
ity with increasing bandwidth, a standard assumption in
network theory. We weight the part of this term that incen-
tivizes larger power levels by a so that we can give it more
or less importance than other parts of the utility function.

The [(/p; term in this equation takes into account the
utility associated with longer battery life. Battery life is
proportional to the inverse of the transmission power, and
the B parameter allows us to give this aspect of the utility
more or less weight than other aspects. The relative choices
of a and (B capture the tradeoff between an incentive to
increase the individual power level so as to have a higher
level of SIR and the incentive to conserve power for future
usage.

Finally, the last two terms in 77 capture the impact that
a player’s action pair has on the leader, and vice versa.

We thereby arrive at the utility function for a radio pair
i, which maps S into R for each player:

Ui(siys—i)i=T; (s) + T7 (s) + T7 (s)
Vi=1,2,...,N. (7)

This utility function is a modified version of that used in
[18]. It quantifies the weighted tradeoff between cooperative
behavior (as captured by the first two terms) and selfish
attitude (as captured by at least part of the third term).

While we will demonstrate that this utility function has
several desirable characteristics, we must note that in order
to maximize this utility at any given time, a radio pair must
have access to a significant amount of information. This in-
formation is communicated over a common communication
channel and stored by the receiver in each radio pair in a
Channel Status Table, as described in Section IIL.A of [18].
See Section 6 for a discussion on how to reduce this commu-
nication overhead.

We will demonstrate that the game with utility functions
given by (7) is an EPG. An EPG is a game for which there
exists a potential function, V (s), which is a function from S
to R with the property that

Ui(si, 877;) —

Ui(si,5-4) = V(si,8-:) — V (s}, 5-i) (8)

for all ¢ € N and for all s;,s; € S;. This means that when
one player at a time changes its action (or strategy in a
broader context), the change in the potential of the game is
the same as the change in the utility of the acting player.

We now note that the following expression for V'(S) is an
exact potential function for this game:

N
Visis_i)i= > (%Tg(s) + TR (s) +T,§(s)>
k=1
Vi=1,2,...,N. (9)

PRrOPOSITION 3.1. The game defined by utility functions
(7) and the potential function (9) is an exact potential game.

For a proof of this proposition see the Appendix.

REMARK 3.2. Since the game under consideration is an
EPG defined on a finite set of actions, if

a) only one player acts at each time step, and

b) the acting player mazimizes its utility, given the most
recent actions of the other players

then the process leads to an update algorithm which will con-
verge to a Nash equilibrium (NE) [15], regardless of

1) the order of play, and
i1) the initial condition of the game.

Note that a set of actions s* = [s1,52,...,5n] € S con-
stitutes a NE when no player has an incentive to change its
action pair unilaterally:

UZ(S*) > Ui(Si,Sti),Vi € N,s; € 5;. (10)

Remark 3.2 says that at least one (pure-strategy) NE exists
for any EPG defined on a finite set of strategies. In gen-
eral strategy spaces, however, some additional conditions
are needed for the potential function to have a global max-
imum (such as upper semi-continuity on a compact set of
strategies), which would then correspond to a Nash equilib-
rium.

While the update algorithm specified by Remark 3.2 does
converge to a NE regardless of the order of play and the
initial condition of the game, the particular NE that it con-
verges to may depend on these factors.

When the players in a game share an objective function,
a NE is known as a player-by-player maximum. In an EPG,
the players act as though they are maximizing the poten-
tial function, but taking turns one at a time. Therefore, the
update algorithm in Remark 3.2 converges to a player-by-
player maximum of the potential function, and not neces-
sarily to its global maximum.

It is restrictive to assume that only one player acts at
each time step. Less coordination would be required if play-
ers could update their strategies in parallel or randomly.
To avoid this coordination, players may choose to act in
each stage with probability 1/N. This approach is taken
in [18], but the authors offer no proof of convergence when
this method of choosing who will act is applied. We will use
this approach, but we also suggest that this method con-
verges when players act with any probability less than one.
This result will be verified with simulations in Section 5.



4. STACKELBERG GAMESFOR
COGNITIVE RADIO NETWORKS

4.1 Traditional Cognitive Radio
Stackelberg Game

In many cognitive radio frameworks, such as XG net-
works, opportunistic cognitive radios operating on licensed
frequency bands must evacuate the frequency when the owner
starts transmitting [2,11]. Clearly, this scenario involves a
leader declaring a strategy that the other players in a game
must obey, and so it could be modeled as a Stackelberg
game.

In this traditional Stackelberg game, the cognitive radio
pairs play the game specified in Section 3 but with one addi-
tional rule: if they sense the leader using a particular chan-
nel, then they are not allowed to use this channel. This game
structure guarantees good performance for the leader, but
may also be wasteful if the leader could share the licensed
channel with other radios and still achieve a minimum re-
quired SIR.

4.2 Proposed Cognitive Radio
Stackelberg Game

The current Stackelberg game for licensed frequency bands
is potentially inefficient and leaves room for improvement.
A different Stackelberg game can achieve quality of service
(QoS) guarantees for the owner of a frequency band while
allowing opportunistic cognitive radios to use the band as
well. We assume that the leader has a minimum required
SIR, v/, corresponding to a required bit error rate. A Stack-
elberg game algorithm is designed here to ensure this QoS
for the leader at all times once we achieve convergence.

In this algorithm the leader can charge a virtual price for
using the licensed frequency band. Call the licensed band
g € C, and define the virtual price as W9(c¢;) for a given
player ¢. If ¢; # ¢, then the virtual price is zero. If ¢; =
g, then a nonnegative virtual price W%(¢;) is incurred by
player i. We constrain W(c;) to be greater than or equal
to zero, as a negative virtual price would harmfully distort
the frequency channel allocation.

The introduction of this virtual price leads to a slightly
different Stackelberg game than that in subsection 4.1. We
change the utility function for a player to be

Ui(si, S_i)ZZ Ui(s,-, S_i) — Wq(Ci)
Vi=1,2,...,N. (11)

This modification to the utility function also requires the
definition of a new potential function. If we set the potential
to be

N
V(si,s—i):=V(ss,5-i) — Z W(ck)

k=1
Vi=1,2,...,N. (12)

then one can easily see that this game is also an exact po-
tential game (for each fixed W7), with all of the desirable
characteristics thereof (see Section 3).

PROPOSITION 4.1. The game defined by utility functions
(11) and the potential function (12) is an exact potential
game.

Next we need to specify how the Stackelberg leader will
update the virtual price. The leader’s objective is to ensure
that v > 7/ at any given time. However, the virtual price
should not be set excessively high so as to prevent other
users from accessing the channel, if possible. Therefore, we
propose the following virtual price adjustment scheme (de-
fined of course for ¢; = q):

we {0 if%*<m<’yl*+6’ (13)

LW A (= )]t else

where \ is a parameter, € is a small positive constant, ~;"
is the desired SIR and +; is the measured SIR at iteration
k. Also, [z]" denotes 0 if x < 0, otherwise it is equal to z.
We will refer to this virtual price update algorithm as the
bidirectional price update, as it moves the virtual in both
directions.

Note that each iteration for the leader’s update should
contain enough time steps for the system to converge to
an equilibrium. In most cases, the algorithm is observed
to converge after 3N time steps, so a new iteration of k is
chosen to occur after every 3N time steps. In general terms,
the price updates take place on a slower time scale than the
iterative computation of the NE by cognitive radio master-
slave pairs.

The convergence of this update algorithm has yet to be
proven. In the absence of such a proof we utilize a sim-
pler update algorithm for which convergence is shown. This
algorithm starts at Wi = 0 and updates according to

{W,§+A if v < p

Wi, = . s
SE % if 31 > ;

(14)
where A is a parameter that the leader can choose. A higher
A leads to faster convergence but a lower A is more likely to
allow other cognitive radios to use the licensed channel. We
refer to this update algorithm as the wunidirectional update
algorithm.

To prove the convergence of (14), we must assume that the
required 7;" is not set too high. More precisely, we define the
upper bound on ~;" to be (which could be a loose bound):

< Lt (15)
o

We then note that according to Proposition 4.1, this game
converges to a NE for any virtual price W that the leader
sets. We will show that for a high enough W7, an upper
bound on 7; is achieved. We capture this result in the propo-
sition below.

PROPOSITION 4.2. There ezists a W4 such that for every
W > W1, the game defined by the utility functions (11)
converges to a NE where vy > ;.

PROOF. Define Umin as the lowest utility that can be
achieved by any player in the game defined by utility func-
tions (11) when the player is not transmitting on the leader’s
channel:

Umin = min[—(N—1)pmax

;P4

- (N - 1)Pz‘

+alog(1 + pi) + B/pil, (16)

where pmqesr is the highest possible power value. We know
this minimum exists because the number of players and
player action sets are both finite.
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Figure 2: Sample placement of master-slave cogni-
tive radio pairs for simulations.

Next, we set Wi = ff]mm. If this is the case, then no
matter how low a player’s utility is, there will never be
an incentive to start transmitting on the leader’s channel.
Therefore, the leader would achieve an SIR of v, = @.
We assumed in (15) that 4 is less than this quantity, so
>0 O

With this proposition, we know that eventually the update
(14) will converge to a satisfactory equilibrium, because the
virtual price W7 will grow incessantly until this is so.

This algorithm is limited in several ways, however. It
is not guaranteed that the Stackelberg leader will end up
setting the virtual price so as to allow other cognitive ra-
dios to use the licensed frequency. Moreover, the algorithm
should be restarted if the network becomes significantly less
congested, but this is not specified. The update algorithm
suggested in (13) fixes these problems, but its convergence
proof is yet out of reach.

In comparison with the traditional Stackelberg game frame-
work, this proposed framework requires that the licensees of
spectrum become more intelligent and complex. Thus, the
leader would incur a cost when switching to this algorithm,
which may prevent implementation in many contexts. How-
ever, this work also applies directly to cognitive radio net-
works where some radios have QoS guarantees on certain
frequency bands.

5. SIMULATIONS

5.1 SimultaneousPower and Channel Updates

For the simulations we considered a network of N = 50
cognitive radio master-slave pairs placed randomly on a square
with side length D = 400. The distance between a trans-
mitting and receiving radio pair is assumed to be normally
distributed with mean 30 and variance 15. A sample place-
ment of the radios is shown in Fig. 2.

We use a link gain of h;; = (10/(1“-)27 where d;; is the
distance from transmitter i to receiver i. If this distance is
less than 10, we set the link gain to one.

The action spaces of the players consist of [ = 4 channels
and m = 4 power levels uniformly distributed between 250
and 1000. For o we use 1, and the spreading gain is set to

L = 128. The « parameter is set to 50 and  is set to 10, so
as to put a greater weight on improved communication than
on battery life in the utility functions.

First we demonstrate the benefits of an algorithm that
enables players to optimize their utility over transmission
power as well as transmission channel. In each of these sim-
ulations the Stackelberg leader does not choose to transmit
any data. We simulate our algorithm when only transmis-
sion power changes are allowed and all players operate on
the same channel, when only channel changes are allowed
and all players transmit at the maximum power level, and
when both power level and channel changes are allowed. In
each case the radios are placed at the same locations, and
the same random initial conditions are assigned to the radios
(power levels and channel selections).

The convergence of action updates in the game where
players can change both power levels and channels is shown
in Fig. 3. Note in Fig. 3 (a) how the players choose a variety
of power levels, and how in Fig. 3 (b) the radios disperse so
as to transmit on a variety of channels.

1000 ‘
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Figure 3: Convergence of cognitive radio pair (a)
transmission level and (b) channel strategies.

We investigate the histograms of the SIR values for the
cognitive radio pairs after the update algorithm has con-
verged in each scenario. A plot of these histograms can be
seen in Fig. 4.

Note that the final distribution of SIR values when we al-
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Figure 4: Histograms of radio SIR values when
player strategies are (a) power levels only, (b), chan-
nels only, and (c) both power levels and channels.

Table 1: Total Utility and Battery Life Results Var-
ious Strategy Spaces

Strategies Total Utility | Normalized
Battery Life
Power Only -10 650 4.0
Channel Only -1016 1.0
Power and Channel 1439 2.1

low only channels to be adjusted is slightly preferable to the
distribution when power levels and channels can be adjusted.

The total sum of all player utilities after convergence is
shown in Table 1. We use the total utility as a metric for
evaluating the quality of the final system state as it reflects
the total value of the state to all radio pairs. Moreover, the
structure of the utility functions in this game are not com-
pletely selfish, so a high total utility will not occur simply
because a few players have done very well while others have
not. This table also shows the average battery life, nor-
malized such that the average battery life when all radios
transmit at the highest power level is 1.

In the relatively congested scenario under consideration,
communication becomes very difficult when all players are
required to communicate on the same channel, even when
power level updates are allowed. Therefore, the game that
allows only power level updates performs poorly. The radio
pairs end up turning their power levels as low as possible
in this scenario in order to reduce interference, which does
improve battery life. When we allow players to change their

channel but not their transmission power, the final total
utility of the game is significantly improved. However, the
best performance is seen when players optimize over both
power levels and transmission channels. In this case the
total final utility is 242% higher and the battery life is 110%
longer than when players can only adjust channels.

We also performed simulations to determine the upper
bound on the probability with which a player acts in each
time step for which the update algorithm still converges.
Our simulation results indicate that any probability of act-
ing less than 1 leads to an update algorithm that converges
eventually. However, convergence seems to be fastest when
the probability of acting is set to relatively low values, near
1/N. For probabilities greater than 1/N, we speculate that
the expected convergence time increases monotonically as
the probability of acting increases.

5.2 Stackelberg Games

To demonstrate the performance of the suggested Stackel-
berg game formulations, we simulated the same scenario as
in subsection 5.1 and allowed players to adjust channels and
power levels. Parameters specific to the virtual price update
scheme were set to e = 3 dB, A = 2.5, and A = 15 after trial
and error tuning. The required/targeted SIR level for the
leader is set to 7 = 20 dB.

5.2.1 Traditional Sackelberg Game

First we simulated the traditional Stackelberg game, de-
scribed in subsection 4.1. After 120 time steps, the leader
begins transmitting on channel ¢ = 4, and the other radios
on the network evacuate that frequency channel immedi-
ately. They disperse by maximizing the utilities defined in
(7). The final total utility value for this game was 28.29.

5.2.2 Proposed Sackelberg Game
with Unidirectional Price Update

Here we simulated the Stackelberg game defined by util-
ities (11) and the virtual price update algorithm (14). The
leader begins transmitting at time step 120. The final total
utility for the game is 1082, which is 38 times higher than
that achieved by the traditional leader. Note that this final
total utility calculation does not include the virtual prices, as
these are only mechanisms to ensure QoS for the leader, not
indicators of the actual utility of the cognitive radio pairs.
The improvement can also be seen in Fig. 5, which shows
the histograms of the final SIR values in each Stackelberg
game.

Figure 6 shows the SIR for the leader and the correspond-
ing virtual price Wy over time.

Note how the virtual price increases until v; > 20 = ~/,
at which point the virtual price stops increasing. With this
algorithm, several other cognitive radio pairs still utilize the
leader’s frequency channel.

5.2.3 Proposed Sackelberg Game
with Bidirectional Price Update

Here we simulated the Stackelberg game defined by utili-
ties (11) and the virtual price update algorithm (13). The fi-
nal total utility in this case is 927.5, which is actually slightly
lower than the final total utility when the unidirectional vir-
tual price update is used, but still significantly higher than
when the traditional Stackelberg game is played.

We plot the leader’s SIR and the virtual price W9 over
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Figure 5: Histograms of radio pair SIR values when
the Stackelberg leader (a) forces all radios to leave
the licensed band, (b) uses a virtual price with the
unidirectional update (14), and (c) uses a virtual
price with the bidirectional update (13).
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Figure 6: The leader’s (a) SIR and (b) the virtual
price W, under the unidirectional virtual price up-
date algorithm specified by (14).

time in Fig. 7. Note that here the algorithm converges
nicely to a desirable solution, although some simulations of
this virtual price update algorithm display chatter rather
than true convergence. In this case six other radio pairs use
the leader’s frequency channel at the end of the simulation,
as can be seen in Fig. 8.
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Figure 7: The leader’s (a) SIR and (b) the virtual
price W, under the bidirectional virtual price update
algorithm specified by (13).
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Figure 8: The number of cognitive radio pairs trans-
mitting on channel ¢ = 4 when the bidirectional vir-
tual price update algorithm (13) is applied.

6. CONCLUSIONSAND FUTURE WORK

In this paper we have introduced a decentralized update
algorithm that allocates several frequency bands to cogni-
tive radios by allowing them to maximize their utility by
changing their transmission power and transmission chan-
nel simultaneously. We show convergence of this algorithm



by using well-known results for EPGs. While the algorithm
is new in that it allows players to simultaneously update
power levels and transmission channels, it also requires some
amount of communication between the radios. Simulations
of this algorithm verify its convergence properties and also
demonstrate its superiority in terms of resulting total utility,
SIR values, and average battery life.

Next we have suggested a Stackelberg game model for li-
censed frequency channels in which the licensee of the chan-
nel is the Stackelberg leader. After modeling the current
paradigm for licensed frequency bands as a Stackelberg game,
we have proposed a Stackelberg game in which the Stackel-
berg leader transmits a virtual price for using the licensed
frequency band that impacts player utilities. Two price up-
date algorithms for this virtual price have been proposed,
with a proof of convergence included for one of them. Sim-
ulations have verified that total utility increases when this
virtual pricing Stackelberg game is played rather than the
traditional Stackelberg game.

The model developed and simulated here could be im-
proved and expanded in many ways. For example, our spec-
ulation regarding the random selection of the acting player
at each time step must be proven. An algorithm using
less signaling overhead is preferable, such as the ®-no-regret
method used in [18]. Moreover, the convergence of the vir-
tual price update algorithm (13) must be established. Of
course there are numerous other possible update algorithms
and even more possible Stackelberg game formulations for
cognitive radio networks. The Stackelberg game concept fits
very well in this context, and we expect that future research
applying it to cognitive radios will be fruitful.
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APPENDIX

PROOF OF PROPOSITION 3.1

We first note that utility functions composed of the sum
of T} (s) and T?(s) are identical to those used in [18]. For
these utility functions the authors of [18] define a potential
function that is equivalent to

N
Vi) = 3 (5T + 3T (a7)
k=1
and state that this is an exact potential function. This is
proven in the journal version of their paper [17].

Next, we note that utility functions composed of only
T#(s) make up a self-motivated game. A self-motivated game
is one where a player’s utility depends only on its own ac-
tions [16]. While the actions of the leader do affect the
value of T?(s), the leader holds its actions constant while
the opportunistic cognitive radios play this game. For a self-



motivated game, it is easy to show that a potential function
defined as the sum of all the players’ utilities works as an
exact potential function. In this case, the exact potential
function would be

V" (s) =Y Ti(s). (18)

k=1

Finally, consider a new game. Suppose we define the new
utilities for each player such that they are the sum of scaled
versions of the utilities for each player from other EPGs.
Then, if we define a new function that is the sum of simi-
larly scaled versions of the exact potential functions corre-
sponding to each of these EPGs, then it is an exact potential
function for the new game. This can easily be verified by
using the associative and distributive properties of addition.

Therefore, if we assign player ¢ a utility function (7) that
is the sum of T} (s), T2(s), and T (s) for all 4, then the po-
tential function (9) that is the sum of V'(s) and V" (s) is an
exact potential function for this new set of utility functions.
This proves that the game defined by utility functions (7)
and the potential function (9) is an EPG. O



