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Abstract 

INTRODCTION: Immersive teaching and learning methods based on virtual reality-integrated remote platforms not only 

allow foreign language learners to learn in a vivid and intuitive learning environment, but also provide good conditions for 

multi-channel perceptual experiences of foreign language learners in terms of sight, sound and touch. 

OBJECTIVES: To address the problems of insufficiently systematic analysis and quantification, poor robustness and low 

accuracy of analysis methods in current effect analysis methods. 

METHODS: This paper proposes an effect analysis method of virtual reality fusion remote platform based on crawfish 

optimization algorithm to improve echo state network. First, the effect analysis system is constructed by analyzing the 

process of virtual reality fusion remote platform and extracting the effect analysis influencing elements; then, the echo 

state network is improved by the crayfish optimization algorithm and the effect analysis model is constructed; finally, the 

high accuracy of the proposed method is verified by the analysis of simulation experiments. 

RESLUTS: The proposed method improves the accuracy of the virtual reality fusion remote platform effect analysis 

model, the analysis time is 0.002s, which meets the real-time requirements, and the number of optimization convergence 

iterations is 16, which is better than other algorithms. 

CONCLUSION: The problems of insufficiently systematic analytical quantification of effect analysis methods, poor 

robustness of analytical methods, and low accuracy have been solved. 

Keywords: virtual reality technology application, foreign language, teleplatform construction, effect analysis, crayfish optimization 
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1. Introduction

The development and application of artificial 

intelligence technology and virtual reality technology has 

accelerated the deepening reform in the field of distance 

education, accelerated the intelligent level of distance 

learning platform, improved the quality of intelligent 

remote platform construction, and enriched the means of 

distance education and learning [1]. Internet technology has 

accomplished distance education, making education and 

teaching no longer subject to site constraints, and no longer 

limited to a single means of teaching [2]. With the 

https://creativecommons.org/licenses/by-nc-sa/4.0/
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diversification of teaching content, the existing foreign 

language distance learning platform has been unable to 

meet the needs of students in the new era, the lack of virtual 

and real integration of distance teaching and learning 

environment, distance teaching or distance learning means a 

single remote classroom ignores the students or self-

learner's personal experience [3]. With the development of 

teaching mode and learning strategy changes presenting 

informationization and intelligence, the integration of 

virtual reality technology has also attracted much attention 

[4]. Immersive teaching and learning methods based on 

virtual reality fusion remote platform, not only allows 

learners to learn in a vivid and intuitive learning 

environment, but also provides good conditions for learners 

to see, hear, touch and other multi-channel perceptual 

experience, enhances the sense of immersion in learning 

and physical and mental experience, and is conducive to 

promoting the traditional remote platform teaching mode 

and learning strategies to push forward the new [5]. 

Therefore, the study of virtual reality technology integration 

remote platform effect analysis method is an extremely 

urgent task [6]. 

Effective, scientific and systematic method of 

analyzing the effect of virtual reality technology fusion 

remote platform not only analyzes the process of fusion 

remote platform [6], but also builds a high-precision, high 

real-time virtual reality fusion remote platform effect 

analysis model [7]. The current application of virtual reality 

technology in the teaching platform mainly includes the 

fields of virtual campus, distance education, virtual 

experiment, game education, and virtual reality program 

development [8]. The integration effect analysis methods 

mainly include random forest, support vector machine, 

neural network, deep learning, intelligent optimization 

algorithm and other methods [9]. Literature [10] used 

various types of distance learning data, combined with the 

random forest algorithm, to build a fusion distance platform 

effect analysis model; literature [11] explored the impact of 

diversified virtual reality technology on the distance 

classroom, used the support vector regression algorithm to 

build the effect analysis model, verified the effectiveness of 

virtual reality technology teaching, and analyzed the effect 

value of the fusion of virtual reality technology in the 

distance classroom; literature [12 ] by exploring the 

combination of virtual reality and education on the 

modernization and intelligent promotion of teaching, 

designing a neural network-based effect analysis model, and 

verifying the effectiveness of the intelligent effect analysis 

method in the fusion remote platform; Literature [13] 

designed a cloud-based virtual operating platform, 

combined with the machine learning method, to develop the 

analysis program of virtual reality fusion remote platform, 

and verified the feasibility of quantifying the effect; 

Literature [14] proposed a remote teaching evaluation 

method based on decision tree algorithm, while combining 

virtual reality technology, analyzed the application 

integration effect, thus improving the quality of teaching; 

literature [15] extracted the virtual reality technology fusion 

remote platform effect analysis indexes by dividing and 

established the virtual reality technology fusion remote 

platform evaluation model based on the intelligent 

optimization algorithm optimization and improvement of 

machine learning, to provide a new analysis method for the 

effect analysis method ideas; Literature [16] combines 

integrated learning technology and deep learning 

technology to propose a virtual reality technology fusion 

intelligent remote platform effect analysis model based on 

virtual reality technology, which verifies the efficiency of 

integrated learning and deep learning technology. For the 

above literature analysis, the existing integration effect 

analysis methods have the following defects [18]: 

1) There are fewer quantitative methods to analyze the 

effect of virtual reality technology integration remote 

platform, and they are not objective and systematic enough 

[19]; 

2) The effect analysis method lacks generalization and 

has poor robustness [20]; 

3) Effect analysis methods are less accurate and the 

sample size tends to overfit the training model [21]. 

Echo state network (ESN) is proposed by Jaeger, 

which has a big difference in model construction and 

learning algorithm compared with traditional recurrent 

neural network, and its corresponding learning algorithm 

opens a new era for the research of recurrent neural network 

by virtue of learning in the form of back propagation which 

is different from that of recurrent neural network [22]. 

Intelligent optimization algorithms are mainly divided into 

four categories: nature-like optimization algorithms, 

evolutionary algorithms, plant growth algorithms and group 

intelligent optimization algorithms, of which the group 

intelligent optimization algorithm is the most important 

category of algorithms. Intelligent optimization algorithms 

and image processing, fault detection, path planning, 

particle filtering, feature selection, production scheduling, 

intrusion detection, support vector machines, wireless 

sensors, neural networks and other technical areas of cross-

fertilization, the application of a wider range of [23]. Echo 

state network method based on group intelligence 

optimization algorithm makes the accuracy of effect 

analysis increase, and its application in virtual reality 

technology fusion remote platform effect analysis and 

prediction problem has become a research hotspot for 

experts and scholars in the field. 

Aiming at the problems existing in the current method 

of effect analysis of virtual reality technology fusion remote 

platform, this paper proposes a method of effect analysis of 

virtual reality technology fusion remote platform based on 

group intelligence optimization algorithm to improve echo 

state network. The main contributions of this paper are (1) 

to analyze the process of fusion remote platform by 

understanding the advantages of virtual reality technology, 

and to construct the effect analysis system; (2) to obtain the 

effect analysis data by using questionnaires, interviews, and 

online learning software, and to carry out the relevant data 

analysis; (3) to optimize the ESN hyper-parameters by 

using the group intelligence optimization algorithm, and to 

propose the effect analysis method based on the crayfish 

heuristic algorithm to optimize ESN network analysis 
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method; (4) through virtual reality technology fusion 

remote platform data simulation verified the effectiveness 

of the effect analysis method proposed in this paper, while 

improving the analysis efficiency. 

2. Virtual Reality Fusion Remote Platform 
Issues 

By analyzing the advantages of virtual reality 

technology, researching the process of virtual reality fusion 

remote platform, and constructing the virtual reality fusion 

remote platform system. 

2.1. Virtual Reality Technology Advantages 

Virtual reality technology is through the use of 

computer technology and related high-tech science and 

technology, to create a design in a certain range in three-

dimensional three-dimensional form, and through the use of 

the corresponding equipment, in the form of human-

computer interaction to experience the interaction with the 

virtual character [24]. 

Teaching applications based on virtual reality have the 

following advantages: 1) virtual reality technology can 

effectively present specific learning scenes, experimental 

environments, instrumentation and the internal structure of 

the object; 2) virtual reality technology can meet the 

learning requirements of learners with different needs, in 

different locations, at different times, and at different levels; 

3) virtual reality technology can enhance the teaching and 

learning interest and the ability of students to learn 

independently. 

 
Figure 1. Advantages of virtual reality technology 

2.2. Converged Remote Platform Process 
Analysis 

According to the teaching resources, combined with 

virtual reality technology, the process of integrating remote 

platform mainly includes determining the selected topic, 

instructional design, scripting, development and production, 

system integration, evaluation and modification, and the 

process analysis diagram is shown in Figure 2 [25]. 

(1) Determination of the topic 

Virtual reality technology integration distance learning 

platform process should first determine the selection of 

topics from the students' cognitive level, content 

characteristics, knowledge of the key points, etc., to follow 

the selection of a strong situational, picture-rich teaching 

content. 

(2) Instructional design 

Instructional design refers to the process of 

anticipating the conceptualization of the classroom before 

the teacher carries out the teaching content, and in the 

application of virtual reality technology should be 

considered in the course objectives, equipment resources, 

specific processes and post-course evaluation and other 

aspects. 

(3) Scripting 

Scripting is an important transitional stage in the 

process of virtual reality integration and is the main basis 

for the development of teaching resources, including the 

selection of scenes and virtual characters, the presentation 

of textual content and behavioral action settings. 

(4) Development and production 

The production of virtual reality technology integration 

platform resources is based on the script content production 

and development, the use of VR software development 

tools, carry out to carry out the production of text, audio, 

objects, behavioral actions and other aspects of the material. 

(5) System Integration 

System integration refers to the development and 

production is completed, the use of video editing software 

will be in accordance with the teaching design of the 

process of nuclear script synthesis of the material, through 

the system integration so that the combination of resources 

into a unified whole. 

(6) Evaluation modifications 

In order to effectively utilize the integration of virtual 

reality on a distance platform, improvements and 

modifications were made to the teaching resources, taking 

into account the opinions of teachers and students. 

 
Figure 2. The process analysis of the converged 

remote platform 
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In order to better evaluate the advantages and 

disadvantages of the effect analysis algorithm, this paper 

takes the design of virtual reality integration remote 

platform as an example, carries out the construction of 

virtual reality integration remote platform system, and 

researches the application analysis model. The whole-

process virtual reality integration remote platform system is 

constructed by taking the six influencing factors such as 

determining the topic selection, teaching design, script 

writing, development and production, system integration 

and evaluation and modification as indicators, and the 

specific schematic diagram is shown in Figure 3.

 
Figure 3. Virtual Reality Converged Remote Platform System

3. Data preprocessing and analysis 

3.1. Data acquisition 

In order to obtain reliable data of virtual reality fusion 

teleplatform, this paper adopts three ways to obtain data 

such as questionnaire survey, interview, and online learning 

software, and the schematic diagram of data acquisition 

methods is shown in Figure 4. 

 
Figure 4. Data acquisition method 

3.2. Data processing methods 

(1) Correlation analysis 

In order to analyze the redundancy of the input 

indicators, this paper investigates the correlation analysis of 

the influencing factors related to teaching effectiveness in 

higher education. The indicator parameter variables are all 

normal continuous variables, and the correlation 

coefficients can be calculated by Pearson with the range of

 1,1−  . The calculation formula is as follows: 

 ( )
( )

( ) ( )

( )( )
( ) ( )

cov ,
,

 


   

 − −
 = =

x yE x yx y
x y

x y x y

 (1) 

Where: ( )cov ,x y  is the coefficient of variation,

( ) x  and ( ) y  are the standard deviations. 

(2) Principal component analysis 

In order to reduce the redundancy of input indicators, 

this paper chooses the principal component analysis method 

[26] for dimensionality reduction. In the process of 

dimensionality reduction feature extraction, the input 

indicators are usually transformed to generate 

comprehensive indicators, i.e., principal components, so 

that the principal components improve the precision of 

evaluation effect than the original variables. The steps for 

dimensionality reduction of the influencing factors of 

listening classroom effect analysis based on the principal 

component analysis method are as follows: 

Step 1: Standardized processing of indicator 

characteristics. In order to eliminate the quantitative 

differences between the influencing factors of different 

elements, the original data matrix is standardized, and the 

standardized matrix Z  is obtained by using the Z-Score 

method, where n  is the number of samples, and d  is the 

dimension of the characteristics of the sample indicators. 

Step 2: Determine the matrix of correlation 

coefficients between indicators   : 
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Where kiz
 denotes the standardized value of the ith 

indicator for the kth sample; iZ  is the mean value of the ith 

indicator;
ij

 is the covariance of the vectors iZ
 and

jZ
 . 

Step 3: Determine the characteristic roots as well as 

the eigenvectors of the correlation coefficient matrix   . 

The symmetric positive definite matrix
ij d d




  =    is 

necessarily orthogonally similar to the diagonal matrix   , 

i.e: 
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where, assuming 1 2 d    
 . U is an 

orthogonal matrix consisting of eigenvectors corresponding 

to the eigenroots. 

Step 4: Calculate the contribution of the ith principal 

component i  : 

 
1

1 
=

= 
d

i j

j

 (4) 

Step 5: Sort the components one at a time according to 

the magnitude of the contribution rate, determine the 

information retention threshold after decoupling  , and if 

the cumulative contribution rate of the first k components


 is greater than   , then the number of principal 

components is k. 

 
1

 
=

=
k

i

i

 (5) 

Step 6: Output the k indicator features associated with 

the principal components. 

4. Echo state neural network 

Echo state network (ESN) is a kind of recursive neural 

network, using the "reserve pool" method to construct the 

network hidden layer, usually used for the prediction of 

time series [27].ESN is mainly composed of the input layer, 

storage layer, output layer, the specific structure is shown in 

Figure 5. The connection weights
r n

in


W  from the input 

layer to the storage pool are untrained and do not change 

after random initialization. The reserve pool input comes 

from the output of the previous state of the input layer and 

the reserve pool respectively, and the state feedback weight

r r
W  is randomly initialized without training. Reserve 

pool to the output layer weights
m r

out
W  need to be trained, 

generally using Ridge regression (Ridge regression) method 

to train the connection weights, which is expressed as 

follows: 

 
( )

1
T T

out long r
−

= +W Y H HH I
 (6) 

Where H  is the storage pool state and r  is the 

regularization factor. The state of the pool at H  is shown 

below: 

 
( ) ( ) ( )( )tanh 1in longt t t= + −H W X WH

 (7) 
where tanh denotes the hyperbolic tangent activation 

function. 

Xlong

Input Layer

Win Wout Ylong

Reservoir Output Layer

W

H

 
Figure 5. Echo state neural network 

The process of ESN algorithm includes two phases of 

weight parameter initialization and training.ESN network 

contains relatively more neurons, and the connection 

weights between neurons in the storage pool are randomly 

generated and their connections are sparse.The 

hyperparameters of ESN affect the prediction effect, and 

adjusting the hyperparameters is very important, in which 

the ESN hyperparameters include the storage pool size N  , 

the spectral radius SR  , the input scaling factor IS  , the 

sparseness of the storage pool degree SD  . 

5. Crayfish Optimization Algorithm 

5.1. Inspiration mechanisms 

Crayfish optimization algorithm (COA) [28] is 

inspired by crayfish foraging, heat avoidance and 

competition behaviors. Crayfish foraging and competitive 

behaviors belong to the exploitation phase of COA, and 

summering behavior belongs to the exploration phase of 

COA. In order to reflect the characteristics of swarm 

intelligence, the crayfish population X  is defined as the 

initial stage of the algorithm, iX  is the position of the ith 

crayfish, which represents the candidate solution

 ,1 ,2 ,dim, , ,=i i i iX X X X  , and dim  is the feature 

quantity (decision dimension) of the optimization problem. 

The crayfish candidate solution obtains the fitness value 

through the objective function ( )f  . The crayfish 
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optimization algorithm (COA) should follow the following 

heuristic rules: 

1) The COA algorithm development and exploration 

phase is regulated by the temperature of the environment 

where crayfish live. When the temperature is too high, COA 

enters into heat avoidance or competitive behavior; when 

the temperature is suitable, COA enters into foraging 

behavior; 

(2) In summering behavior, crayfish populations 

update the solution by individual location and burrow 

location; 

3) In foraging behavior, food as the optimal solution is 

obtained by the current fitness value and the optimal fitness 

value.COA uses sine and cosine to simulate the lobster's 

food delivery behavior. Food intake is determined by 

temperature. 

5.2. Search Optimization Strategy 

(1) Initialization of stocks 

The COA algorithm is initialized with a random 

uniform distribution strategy and the data model is as 

follows: 

 ( ), = + − i j j j jX lb ub lb rand  (8) 

Where ,i jX  denotes the jth dimensional location 

information of the ith crayfish, jlb  and jub  denote the 

lower and upper bounds of the jth dimension, respectively, 

and rand  denotes a random number in the range of 0,1  . 

(2) Defining temperature and food intake 

Temperature changes affect crayfish behavior, 

resulting in different behavioral stages. When the 

temperature is higher than 30 °C, crayfish will choose a 

cool residence in summer; in the right temperature, crayfish 

control to carry out foraging behavior and is affected by 

temperature. Crayfish feeding is best at 15 °C, 30 °C, and 

25 °C. The mathematical model of COA intake was 

constructed as follows: 

 
( )

2

1 2

1
exp

22



 

  −
  =   −

      

temp
p C (9) 

 15 20=  +temp rand  (10) 

Among them, crayfish intake is approximately 

normally distributed, temp  represents the temperature of 

the environment where crayfish live,   represents the most 

adapted temperature of crayfish,  and 1C  are mainly used 

to control the intake of crayfish at different temperatures. 

The temperature influence of crayfish intake is shown in 

Figure 6. 

 
Figure 6. Temperature effect plot of crayfish intake

(3) Summer vacation behavior (exploration) 

When temperatures are greater than 30°C, this results 

in crayfish choosing summering behavior. Crayfish burrow 

locations were defined as follows: 

 ( ) 2= +shade G LX X X  (11) 
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(a) Access to caves 

 
(b) Competing caves 

Figure 7. Crayfish summering behavior map 

Where GX  denotes the optimal solution position for 

the current iteration number and LX  denotes the optimal 

position for the current population. 

As shown in Figure. 7, the crayfish competition fight 

for shelter is a random event. When 0.5rand  , there is 

no crayfish burrow competition event, the crayfish can 

directly enter the burrow for summer vacation behavior, as 

modeled below: 

 ( )1
, , 2 ,
+ = +   −t t t

i j i j shade i jX X C rand X X  (12) 

where t  denotes the current iteration number, 1+t  

denotes the next iteration number, and 2C  is a reduced 

parameter: 

 2 2= −C t T  (13) 

whereT  denotes the maximum number of iterations. 

In the summering behavior phase, the purpose of the 

crayfish is to approach the cave, i.e., to approach the 

optimal solution and deposit the COA algorithm for fast 

convergence. 

(4) Competitive behavior (exploration) 

When 30temp  and 0.5rand  , other crayfish 

are interested in the burrow, and by fighting with each other, 

they take the chance to approach the optimal solution, 

which is mathematically modeled as follows: 

 1
, , ,
+ = − +t t t

i j i j z j shadeX X X X  (14) 

where z  denotes a random individual of crayfish, 

calculated as follows: 

 ( )( )1 1=  − +z round rand N  (15) 

In the competitive behavior phase, crayfish compete 

with each other to adjust their position information by 

randomizing lobster positions. Using the adjustment 

operation, the COA search range increases and exploration 

behavior is enhanced. 

(5) Foraging behavior 

When 30temp  , crayfish are fit to go foraging. In 

this stage, after discovering the food, the mode of foraging 

behavior operation is decided by judging the size of the 

food. The food foodX  is generally defined as the optimal 

solution GX  . The food size is defined as follows: 

 ( )3=   i foodQ C rand fitness fitness  (16) 

Where, 3C  denotes the food factor, which represents 

the largest food and generally takes the value of 3;

ifitness  and foodfitness  denote the adaptation value of 

the ith crayfish and the adaptation value of the location of 

the food, respectively. 

When ( )3 1 2 +Q C  , the food is too large and the 

crayfish needs to use its first clawed foot to tear the food, 

the mathematical model is as follows: 

 
1

exp
 

= −  
 

food foodX X
Q

 (17) 

After the food is chopped and made smaller, the 

crayfish uses the second and third claws to pick up the food 

and put it into the mouth. In order to simulate the food 

selection process, COA uses sine function and cosine 

function to simulate the process, the specific foraging 

simulation is as follows:

( ) ( )( )1
, , cos 2 sin 2 + = +     −  t t

i j i j foodX X X p rand rand       (18)

When ( )3 1 2 +Q C  , the crayfish needs to move to 

the food and eat it directly: 

 ( )1
, , ,
+ = −  +  t t t

i j i j food i jX X X p p rand X (19) 
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Crayfish foraging behavior is shown in Figure 8, 

during the foraging phase, crayfish feed using different 

feeding methods based on food size. When the size is 

suitable for crayfish to eat, they will choose to approach the 

food. When the size of the food is too large, the food will 

first be reduced to be closer to the food. Through the 

foraging behavior, the COA algorithm approaches the 

optimal solution, increasing the exploitation capacity and 

accelerating the convergence performance. 

 
(a) Shredding of food 

 
(b) Eating off food 

Figure 8. Graph of crayfish foraging behavior 

5.3. Algorithm Step Flow 

According to the COA algorithm inspiration 

mechanism and optimization strategy, the pseudo-code of 

the algorithm is shown in Fig. 9, and the steps of the 

algorithm are as follows: 

Step 1: Parameter definition and population 

initialization; 

Step 2: Calculate temperature and crayfish intake using 

the temperature definition equation; 

Step 3: Heat-seeking behavior and competitive 

behavior implementation. When 30temp  and

0.5rand  , the COA enters the heat-seeking behavior 

stage; when  and 0.5rand  , the COA 

enters the competitive behavior stage; 

Step 4: Foraging behavior implementation. When

30temp  , the COA algorithm enters the foraging phase; 

calculates the food size size Q; if ( )3 1 2 +Q C  , tears 

the food and updates the lobster location information; 

otherwise, directly acquires the food and updates the lobster 

location information; 

Step 5: Calculate the fitness value; 

Step 6: Output the optimal solution and optimal value.

 
Figure 9. Pseudo-code of COA algorithm

6. Methodological process for applying 
virtual reality converged remote platform 
based on COA improved ESN network 

Combining COA and ESN networks, this section 

proposes a method for applying virtual reality fusion 

teleplatform based on crawfish optimization algorithm to 

improve the recurrent state neural network. 

6.1. Decision Variables and Objective 
Functions 

The fixed ESN network reserve pool parameters are 

not generalizable. In order to overcome the above problems, 

this paper uses crawfish optimization algorithm to optimize 

30temp
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the ESN network reserve pool parameters.The optimization 

decision variable of COA algorithm is ( ), , ,SD N IS SR  . 

In order to improve the analysis accuracy of the COA 

algorithm for optimizing ESN network applications, the 

root mean square error function is used as the objective 

function of the COA-ESN algorithm and is calculated as 

follows: 

( ) ( ) ( )( )
2

1

1
min , ,

=

= −
K

predict

k

f a b y k y k
K

 (20) 

Where ( )y k  is the actual value and ( )predicty k  is the 

analyzed value. 

6.2. Main steps 

The application analysis model of virtual reality fusion 

remote platform based on COA algorithm optimized ESN 

network is mainly based on the whole process of effect 

analysis factors as input and analysis value as output, and 

the mapping relationship between analysis factors and 

analysis value. The flowchart of the application analysis 

method of virtual reality fusion remote platform based on 

COA-ESN algorithm is shown in Figure 10. The specific 

steps are as follows: 

Step 1: Acquire data based on three ways such as 

questionnaires, interviews, and online learning software; 

pre-process the acquired samples with sparse smoothing 

data processing method; normalize the raw data with Z-

Score method and divide the data into testing set, validation 

set and training set; 

Step 2: Use COA algorithm to encode the initial 

parameters of ESN, and also initialize the algorithm 

parameters such as population parameters and iteration 

number; initialize the population and calculate the value of 

the objective function; 

Step 3: Update crayfish location information using 

heat avoidance behavior, competitive behavior, and 

foraging behavior based on defined temperature and food 

intake; 

Step 4: In each iteration, it is necessary to compare the 

objective function value of each candidate solution with the 

objective function value of the current global optimal 

solution and update the global optimal solution; 

Step 5: Judge whether the termination condition is 

satisfied. If satisfied, exit the iteration, output the optimal 

ESN network reserve pool parameters, and execute step 6, 

otherwise continue to execute step 3; 

Step 6: Decode the parameters of the reserve pool for 

the COA-based optimized ESN network to obtain

( ), , ,SD N IS SR  ; 

Step 7: Construct the COA-ESN analysis model, train 

the analysis model using the training set, input the test set 

into the model, and obtain the analysis results and error 

results.

 
Figure 10. Flowchart of effect analysis of virtual reality converged remote platform based on COA 

algorithm optimizing ESN network

7. Experiments and analysis of results 

In order to verify the accuracy and timeliness of the 

effect analysis model proposed in this paper, this paper 

takes the remote platform data based on virtual reality 

technology as simulation data, and selects five analysis 

algorithms for comparison, and the specific parameter 

settings of each algorithm are shown in Table 1.

Table 1. Parameter settings for effect analysis methods 

arithmetic parameterization 

ESN SD=0.7, N=100, SR=0.2, IS=0.25, with 500 iterations 

HLBO-
ESN 

Population and parameter settings refer to COA-ESN settings, with an iteration number of 500 
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arithmetic parameterization 

DE-ESN Population and parameter settings refer to COA-ESN settings, with an iteration number of 500 

GWO-
ESN 

a=2-2×(iter/itermax), population and parameter settings refer to COA-ESN settings, number of iterations 500 

PSO-ESN Population and parameter settings refer to COA-ESN settings, with an iteration number of 500 

COA-ESN 
The number of populations is shown in Section 6.1, and the ESN hyperparameters are optimized as shown in 
Section 6.2, with an iteration number of 500 

7.1. Parametric analysis 

In order to obtain the optimal performance populations 

for the effect analysis method based on COA-ESN 

algorithm, the effect of different number of populations on 

the analysis value and analysis time is given in this section 

and the results are shown in Fig. 11. From Fig. 11(a), it can 

be seen that as the number of populations increases, the 

prediction accuracy of effect analysis increases. From Fig. 

11(b), it can be seen that the time of effect analysis 

increased as the number of populations increased. In 

summary, the increase in the population number of the 

effect analysis model of the virtual reality fusion remote 

platform based on the COA-ESN algorithm is conducive to 

the increase in the accuracy of effect analysis, but the time 

of effect analysis increases. In order to balance the 

contradiction between time and accuracy, the population 

number should be selected as 70. 

 
(a) Results of the impact on the precision of the effects analysis 

 
(b) Results of the impact on the timing of the effects analysis 

Figure 11. Effect of different population sizes on 
analyzed values and analysis time 

7.2. Performance analysis 

In order to verify the effectiveness and superiority of 

the virtual reality fusion remote platform effect analysis 

method based on the COA-ESN algorithm, COA-ESN is 

compared with five other models, and the evaluation results 

of each model are shown in Figure 12, Figure 13, Figure 14, 

and Figure 15. 

Figure 12 gives the analyzed values of the virtual reality 

fusion remote platform effect based on each algorithm. As 

can be seen from Figure 12, the results of the analysis 

accuracy based on the COA-ESN algorithm are closer to the 

real values, thus indicating that the accuracy of the virtual 

reality fusion remote platform effect analysis method based 

on the COA-ESN algorithm is better than the ESN, HLBO-

ESN, DE-ESN, GWO-ESN, PSO-ESN algorithms; 

comparing the HLBO-ESN, DE-ESN, GWO-ESN, PSO-

ESN algorithms analysis accuracy, COA algorithm 

improves the effect analysis accuracy. 

 
(a) ESN 

 
(b) HLBO-ESN 
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(c) DE-ESN 

 
(d) GWO-ESN 

 
(f) PSO-ESN 

 
(e) COA-ESN 

Figure 12. Analyzed values of the effect of virtual reality technology fusion remote platform based on each 
algorithm 

Figure 13 gives the relative error between the analyzed 

value and the real value of the effect analysis value of the 

virtual reality technology integration remote platform based 

on each algorithm. As can be seen from Figure. 13, the 

absolute value of the relative error of the analyzed value of 

the effect analysis method based on the COA-ESN 

algorithm is controlled within the range of 0.04, the 

absolute value of the relative error of the analyzed value of 

the ESN algorithm is within the range of 0.1, the absolute 

value of the relative error of the analyzed value of the 

HLBO-ESN algorithm is within the range of 0.1, and the 

relative error of the analyzed value of the DE-ESN, GWO-

ESN, and PSO-ESN algorithms absolute values are in the 

range of 0.12, 0.096, and 0.05, respectively. In summary, 

the error of the virtual reality technology integration remote 

platform effect analysis method based on the COA-ESN 

algorithm is the smallest overall.

 
Figure 13. Relative error between the analyzed and real values of the effect of virtual reality technology 

integration remote platform based on each algorithm 
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Figure 14 gives the comparison of the time for analyzing the effect of virtual reality fusion remote platform based on each 

algorithm. From Figure. 14, it can be seen that the average time for analyzing the effect of virtual reality fusion remote 

platform based on COA-ES algorithm is less than the test analysis time of ESN, HLBO-ESN, DE-ESN, GWO-ESN, PSO-

ESN algorithms, and the standard deviation of the time is less than that of ESN, HLBO-ESN, DE-ESN, GWO-ESN, PSO-

ESN algorithms. This shows that the test analysis time takes the least time and has the best stability. 

 
Figure 14. Comparison of time for analyzing the effect of virtual reality technology fusion remote platform 

based on each algorithm 
Figure 15 gives the optimization results of the network parameters of the VRT converged teleplatform based on each 

algorithm. From Figure. 15, it can be seen that the number of iterations for ESN parameter optimization based on COA is less 

than that of HLBO, DE, GWO, and PSO algorithms. This shows that COA algorithm optimizes ESN hyperparameters with 

better convergence speed than other algorithms. 

 
Figure 15. Optimization results of network parameters of virtual reality technology converged remote 

platform based on each algorithm

8. Conlusion 

In order to improve the accuracy and real-time 

performance of the effect analysis method, generalize the 

performance of the effect analysis method, and improve the 

quality of the effect analysis of the virtual reality fusion 

remote platform, this paper proposes an effect analysis 

method based on the COA to improve the ESN network. 

The method proposes the effect analysis method of virtual 

reality technology fusion remote platform by analyzing the 

process of virtual reality technology fusion remote platform 

and the extraction of influencing factors, combined with the 

CMA-ES algorithm to improve the DBN network 

prediction model. The proposed method is analyzed and 

compared using the data obtained in a multi-channel way, 

and the following conclusions are obtained: 

(1) By comparing the analysis accuracy of COA-ESN 

algorithm with other algorithms, the virtual reality 

technology fusion remote platform effect analysis model 

based on COA-ESN algorithm improves the analysis 

accuracy; 

2) The COA-ESN algorithm analysis time is less than 

0.002s, and the real-time of COA-ESN algorithm analysis is 

improved; 

(3) The optimization results of improving ESN 

parameters based on COA algorithm are better than HLBO, 

DE, GWO and PSO algorithms. 

Since the COA-ESN algorithm has only been applied 

to the problem of analyzing the effects of virtual reality 

technology-integrated remote platforms, and has not been 

applied to other problems of analyzing the effects of 

education and teaching, the generalizability of the model 

based on the COA-ESN algorithm will be the next step. 
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