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Abstract

INTRODUCTION: The rise of social media platforms has brought about a concerning surge in the creation of
fraudulent user profiles, with intentions ranging from spreading false information and perpetrating fraud to
engaging in cyberbullying. The detection of these deceptive profiles has emerged as a critical imperative to
safeguard the trustworthiness and security of online communities.
OBJECTIVES: This paper focused on the detection and identification of fake social media profiles.
METHODS: This paper introduces an innovative approach for discerning and categorizing counterfeit social
media profiles by leveraging the majority voting approach. The proposed methodology integrates a range
of machine learning algorithms, including Decision Trees, XGBoost, Random Forest, Extra Trees, Logistic
Regression, AdaBoost and K-Nearest Neighbors each tailored to capture distinct facets of user behavior
and profile attributes. This amalgamation of diverse methods results in an ensemble of classifiers, which
are subsequently subjected to a majority voting mechanism to render a conclusive judgment regarding the
legitimacy of a given social media profile.
RESULTS: We conducted thorough experiments using a dataset containing both legitimate and fake social
media profiles to determine the efficiency of our methodology. Our findings substantiate that the Majority
Voting Technique surpasses individual classifiers, attaining an accuracy rate of 99.12%, a precision rate of
99.12%, a recall rate of 99.12%, and an F1-score of 99.12%.
CONCLUSION: The results show that the majority vote method is reliable for detecting and recognising fake
social media profiles.
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1. Introduction
In the digital age, social media platforms have become
an integral part of our daily lives, serving as arenas
for communication, information sharing, and commu-
nity building. However, the unrestricted accessibility
of these platforms has given rise to a pressing con-
cern, the proliferation of fake social media profiles.
These deceptive profiles, often created with malicious
intent, pose significant threats to the integrity, security,
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and trustworthiness of online communities. Fake social
media profiles are used for a myriad of nefarious pur-
poses, including spreading misinformation, perpetrat-
ing scams, engaging in cyberbullying, and conducting
online fraud. As these profiles become increasingly
sophisticated and convincing, the challenge of iden-
tifying and mitigating them has grown substantially.
Traditional methods of manual inspection and rule-
based systems are no longer sufficient to combat the
sheer volume and sophistication of these fraudulent
accounts. According to Statista’s Q4 2022 report on
Facebook’s fake account removal, Facebook initiated
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Figure 1. Global statistics on Facebook’s actions against fake
accounts from the fourth month of 2017 to the fourth month of
2022 [1].

measures against 1.3 billion fraudulent accounts in
the final quarter of 2022, marking a decrease from
1.5 billion in the previous quarter. Notably, in the
first quarter of 2019, the social media platform elim-
inated an unprecedented 2.2 billion spurious profiles.
Meta defines spurious accounts as those created with
malicious intent or with the intention to represent a
company, organization, or non-human entity. Figure 1
depicts global statistics on Facebook’s actions against
fake accounts from the fourth month of 2017 to the
fourth month of 2022 [1].

Twitter discloses approximate percentages of fraud-
ulent, spam, and automated accounts in its securities
filings. According to Twitter Inc.’s 2013 Annual Report,
"fake or spam accounts accounted for less than 5%."
It’s worth noting that this percentage differs from the
11% of active users who utilize ’applications that auto-
matically communicate with our servers for frequent
updates without requiring user interaction.’ Whether
these numbers overlapped or were related solely to
automated accounts remained unclear. The 5% statistic
was reiterated in the following year’s annual report,
along with the same cautions, while the 11% figure was
reduced to 8.5%. These 5% and 8.5% statistics were
consistently reiterated in Twitter Inc.’s annual reports
for the fiscal years ending in December 2015, 2016,
and 2017. However, from 2018 onwards, Twitter dis-
continued the provision of the second statistic but con-
tinued to report the 5% figure [2]. On the other hand,
various social media platforms like Snap and LinkedIn
acknowledge the presence of duplicate, numerous, or
inauthentic users on their platforms but refrain from
providing specific numerical figures [3, 4].

This study delves into the pressing concern of iden-
tifying fake social media profiles using an innova-
tive application of the Majority Voting Technique.

Our methodology leverages the capabilities of machine
learning and ensemble classifiers to analyze user
behavior, profile attributes, and network connections,
enabling us to make informed assessments regarding
the authenticity of social media profiles. By amalga-
mating multiple classifiers, each with its own distinct
strengths and capabilities, and subjecting their deci-
sions to a majority voting mechanism, we create a
resilient and scalable solution for distinguishing real
user profiles from their counterfeit counterparts.

The primary goal of this study is to present and
evaluate the efficiency of the Majority Voting Technique
in detecting phony social media profiles. Our objective
is to demonstrate that our approach surpasses con-
ventional methods and individual classifiers, achieving
an accuracy of 99.12%, precision of 99.12%, recall of
99.12%, and an F1-score of 99.12%. Our experimental
findings signify a significant stride toward bolstering
the credibility of social media platforms and ensuring
the safety of their users. The major contributions of our
paper are as below,

1. Presenting an innovative approach for detecting
fraudulent social media profiles that harnesses the
Majority Voting Technique. This technique amal-
gamates diverse machine learning algorithms,
encompassing natural language processing, image
analysis, and network-based features, within an
ensemble framework to enhance the precision of
fake profile identification.

2. Validating the Majority Voting Technique’s con-
stant dominance over individual classifiers, as
indicated by its extraordinary efficiency of
99.12%, precision of 99.12%, recall of 99.12%,
and F1-score of 99.12%. This increased precision
offers a more reliable and effective strategy for
detecting fake social media profiles in the online
world.

3. Offering a scalable solution capable of efficiently
scrutinizing a large quantity of social media
profiles, rendering it apt for implementation on
popular social media platforms with extensive
user bases.

4. Providing a practical and actionable remedy that
social media platforms and online communities
can adopt to enhance their security measures and
safeguard their user communities.

The rest of this paper is structured as follows: In
Section 2,we have provided the motivation of this study.
Section 3 gives a concise overview of relevant prior
research. Section 4 outlined the methodology involving
feature extraction, pre-processing and supervised
batch machine learning algorithms. The findings and
discussions from our experiments are detailed in
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Section 5. Our final conclusions are presented in Section
6.

2. Motivation
The spread of social media platforms in recent years
has completely changed networking, communication,
and the sharing of information. However, in addition to
social media’s advantages, the number of fake accounts
on the platform has increased dramatically. These
fake individuals, which are frequently run by bots or
malicious individuals, have the potential to distribute
spam, dangerous content, and false information,
raising major social media and cybersecurity issues.
The identification of fraudulent social media profiles
presents a notable obstacle since malicious actors
deploy intricate strategies to imitate authentic user
conduct. These fake profiles are difficult to recognise
using conventional detection techniques that rely on
manual inspection or basic rule-based algorithms,
especially as they get more complex.

Furthermore, the development of effective fake
profile detection systems holds profound implications
for various stakeholders. Social media platforms
can mitigate the spread of misinformation and
malicious content, thereby fostering a safer and more
trustworthy online environment for users. Additionally,
businesses and advertisers can protect their brands and
investments by ensuring that their interactions on social
media platforms are with genuine users rather than
bots or fraudulent accounts. Overall, the motivation
behind this paper is to address the escalating threat
posed by fake social media profiles and contribute to
the development of robust detection mechanisms that
safeguard the integrity and security of online social
networks.

3. Related works
Numerous researchers have explored the realm of
detecting fraudulent social media profiles, employing
a range of techniques and methodologies to counter the
rise of misleading profiles. This overview offers insight
into related work within this domain and acknowledges
the contributions of notable authors in this field.

Ramalingam, D., et al. have provided a compre-
hensive assessment of major strategies for detecting
false profiles in Online Social Networks. They delves
into both historical methods and contemporary state-
of-the-art approaches for identifying Sybil or coun-
terfeit accounts within social networks. These various
approaches, alongside their corresponding synthetic
network types and dataset statistics, are meticulously
compared and presented in tabular form. The focus of
the review extends to recently proposed schemes, where
their strengths and limitations are assessed, and com-
parisons are made based on qualitative performance [5].

Ezarfelix, J. et al. Have offered an in-depth review
of multiple approaches to machine learning used for
detecting bogus profiles on social media networks.
Their work also presents the results of a thorough anal-
ysis that draws on existing literature to determine the
most efficient approach. Through an exhaustive series
of assessments and evaluations, their results consis-
tently emphasize the effectiveness of neural networks as
the superior method for detecting counterfeit accounts
[6].

Kaubiyal, J. et al. have utilized a feature-based strat-
egy to enhance the detection of fraudulent profiles on
social media platforms. By employing a set of twenty-
four unique features, they attain precise identifica-
tion. To substantiate their classification outcomes, they
applied three classification algorithms. Their experi-
ments unveiled remarkable performance, with the Ran-
dom Forest algorithm achieving an impressive accuracy
rate of 97.9%. This approach, therefore, proves to be a
proficient and potent method for identifying counter-
feit profiles [7].

Mohammadrezaei, M. et al. have introduced an
innovative model that capitalizes on the concept of user
friend network similarity to unveil counterfeit accounts
within social networks. Using the adjacency matrix
of the relevant social network graph, they compute
many matching measures, including common friends,
cosine, Jaccard, L1-measure, and weight matching. To
assess the efficiency of their model, they conducted a
comprehensive evaluation using a Twitter dataset. Their
findings show that the Medium Gaussian SVM method
has exceptional predictive skills, with an AUC score of
1 and a significantly small rate of false alarms of 0.02 in
fraudulent account identification [8].

Joshi, U. D et al. have conducted an in-depth
exploration of models tailored for discerning fake
profiles on Twitter. Their major focus is on identifying
between genuine and fake accounts using observable
factors like as follower count, friend count, status
updates, and more. These models are crafted through a
diverse array of machine learning techniques. The study
made use of datasets such as MIB for real accounts,
TFP and E13 for counterfeit accounts, and INT, TWT,
and FSF for legitimate accounts. The experiments
included Neural Networks, Random Forest, XGBoost,
and LSTM, among other learning algorithms. By
thoughtfully selecting key features to assess the
legitimacy of social media profiles, they established a
binary output of 0 for authentic profiles and 1 for fake
ones. Impressively, their models achieved an accuracy
rate of 99.46% with XGBoost and 98% with Neural
Networks. The identification of fraudulent profiles
serves the crucial purpose of proactively mitigating
potential cybersecurity threats through measures such
as blocking or deletion [9].
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Ajesh, F., Aswathy et al. have proposed solutions to
improve the accuracy of fake profile identification using
Artificial Intelligence and Natural Language Processing
approaches. They classified profiles into genuine
and counterfeit segments using the Random Forest
Classifier, Support Vector Machine, and Optimized
Nave Bayes method. This automated identification tool
exhibits scalability, rendering it particularly suitable
for online social networks with a substantial number
of unverifiable accounts. These three algorithms excel
at distinguishing between authentic and deceptive
profiles, showcasing robust performance, even with
their modest feature requirements, and accurately
classifying approximately 98% of the profiles within
their training dataset [10].

Khaled, S. et al. have unveiled an innovative
algorithm named SVM-NN, which is tailored to
efficiently detect fake Twitter accounts and bots.
During its development, they incorporated feature
selection and dimension reduction methods. Their
strategy relies on machine learning classification
algorithms, encompassing Support Vector Machine
(SVM), Neural Network, and their groundbreaking
SVM-NN algorithm. Notably, the SVM-NN algorithm,
even with a reduced set of features, consistently attains
an impressive classification accuracy of around 98% for
the profiles in their training dataset [11].

Xiao, C. et al. have introduced a scalable approach
for identifying networks of fake accounts created by
the same entity. A supervised ML process designed
to categorize large clusters of identities as either
fraudulent or authentic is at the heart of their
technique. The model relies on crucial features derived
from user-generated text fields, including details such
as name, email address, company, or university. These
features encompass patterns within the cluster and
comparisons of text frequencies throughout the whole
user population. This framework was used to examine
LinkedIn account data classified by signup IP address
and date. During thorough testing, their model attained
a stunning AUC of 0.98 on a held-out test set and
0.95 on out-of-sample testing data. This model has
been seamlessly integrated into production and has
effectively identified over 250,000 fake accounts since
its deployment [12].

Kodati, S. et al. have put forward an innovative
strategy for spotting fraudulent profiles on Twitter
by utilizing a hybrid Support Vector Machine (SVM)
algorithm. Their approach relies on machine learning
and the hybrid SVM algorithm to categorize Twitter
profiles as either fake or authentic. They have
integrated dimension reduction techniques, feature
selection, and bot analysis into their methodology.
Remarkably, their hybrid SVM algorithm effectively
uses a reduced set of features, yet it consistently attains

an impressive 98% accuracy in the classification of
accounts [13].

Sahoo, S. R. et al. Have proposed a ML-based strategy
to detecting possibly suspect identities on Facebook
who are manipulating or contaminating multi-media
large data. Multimedia massive data refers to datasets
that are differentiated by their variety, human-centric
content, and large volumes of media-related informa-
tion, such as written material, audio recordings, and
video recordings, which are generally created inside
various online social networks. Their investigations
show that combining based on material and profile-
based characteristics resulted in outstanding results,
outperforming competing techniques [14].

Akyon, F. C. et al. have introduced two datasets
specifically designed for identifying fake and auto-
mated accounts. They used algorithms based on ML
such as Naive Bayes, Logistic Regression, Support Vec-
tor Machines, and Neural Networks to detect these
accounts. Moreover, to address the challenge of detect-
ing automated accounts, they have proposed a cost-
sensitive genetic algorithm to handle the inherent bias
in the dataset. Additionally, to mitigate the imbalance
issue within the fake account dataset, they’ve imple-
mented the Smote-nc algorithm. Their efforts have
yielded impressive results, with classification accura-
cies of 86% for the automated account detection dataset
and 96% for the fake account detection dataset [15].

Bordbar, J. et al. have proposed a unique strategy
for detecting false user accounts on Twitter datasets
by measuring similarity measurements across users
and applying the Generative Adversarial Network
algorithm. The outcomes of this method demonstrate
an impressive accuracy rate, reaching 98.1% for the
classification and detection of fake user accounts [16].

Samreen, S et al. have employed Artificial Neural
Networks (ANN) to distinguish between authentic
and counterfeit social network account details. Their
approach involves training the ANN algorithm using
existing datasets comprising both fake and genuine user
account information. Subsequently, when presented
with new test data for prediction, the trained model
is applied to determine whether the provided account
details belong to genuine or fake users [17].

Ali, A. K. et al. have introduced a mechanism for
the identification of fake accounts on the social media
platform Twitter. Their approach involves two key
data preprocessing methods for extracting the most
influential features: the coefficient and the test. To
conduct the classification, they’ve harnessed supervised
ML algorithms within an ensemble system, employing
the stack method. In the first level of the stack, they’ve
utilized Random Forest, Support Vector Machine, and
Naive Bayes algorithms, The LG algorithm acts as the
meta classifier. Their stack ensemble system has shown
to be incredibly successful, exceeding the individual
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algorithms it integrates. It has achieved an impressive
data accuracy rate of 99% [18].

Muñoz, S. D. et al. have introduced an approach
for identifying counterfeit profiles on social media
platforms. They accomplished this by applying vari-
ous machine learning detection techniques to a newly
created dataset. This dataset was specifically designed,
encompassing 17 metadata features from both authen-
tic and fake profiles, and it was put to the test using
Instagram profiles. Through the utilization of various
machine learning algorithms, they achieved a com-
mendable detection rate of nearly 96%, all while main-
taining favourable false positive rates [19].

Rostami et al. have undertaken the task of detect-
ing fake accounts through the utilization of a multi-
objective hybrid feature selection approach aimed at
optimizing classification performance. To begin, they
picked a potential feature set based on its strong rela-
tionship to the target class and low duplication across
features, as obtained by the Minimum duplication -
Maximum Relevance method. The final attribute set
for the identification operation was a robust set of
attributes with the fewest characteristics necessary to
achieve the highest level of performance. This strategy
was tested with data from Twitter’s social network-
ing network. The outcomes were then compared to
those obtained by known efficient existing techniques.
According to the results, the suggested classifier strat-
egy beats the current approaches in terms of perfor-
mance [20].

Kadam, N. et al. have To demonstrate the suggested
notion of ML-based false news identification, an
experiment involving the detection of fake accounts
using a Twitter dataset was carried out. Their model
encompasses a preprocessing phase aimed at refining
the contents and attributes, thus enhancing dataset
quality and reducing data dimensions. They then used
five common ML techniques to detect bogus profiles.
The evaluation of the system was carried out under two
scenarios, with training and testing samples divided
into ratios of 70-30% and 80-20%. This was achieved
using 4-fold cross-validation. The results of their study
indicate that the 80-20% sample ratio reduces resource
consumption, while the 70-30% ratio leads to improved
classification accuracy [21].

Al-Qurishi, Muhammad et al. have introduced an
innovative and robust centralized key management
protocol designed to establish secure communication
services within Online Social Networks (OSNs). At the
heart of this approach is the concept of a ’roadblock,’
which all prospective group members must navigate.
This ’roadblock’ involves a task that only a human
user can successfully complete, effectively preventing
automated or controlled accounts from joining. As
a result, the group consists solely of confirmed
genuine users. This mechanism exhibits exceptional

efficiency in detecting bot accounts, thereby enhancing
the network’s defenses against malicious activities
conducted by counterfeit accounts [22].

Conti, Mauro et al. have suggested a potential
technique to handle the potential danger of the False
Account Attack, in which a rival attempts to mimic
a victim on an Online social media platform when
the victim does not already have a profile. Notably,
their study is the first attempt to examine social-media
structures from a dynamic standpoint in the context of
privacy threats [23].

Gurajala, Supraja et al. undertook an investigation
of sixty-two million openly accessible Twitter accounts
belonging to users in order to develop an approach
for the detection of automatically created false
profiles. They used a pattern-matching algorithm
based on display names, as well as an examination
of tweet modify times, to discover a remarkably
consistent sample of bogus user accounts. When
compared to a ground truth dataset, further study
into creating profiles schedules and URLs connected
with these fraudulent accounts revealed different
behavioural patterns of these fraudulent individuals.
The combination of this approach with current social
network analysis techniques has the potential to
improve the identification of fraudulent profiles in
online social media platforms in the quickest and most
efficient way [24, 25].

Meligy, Ali M. et al. have introduced a detection
technique named the Fake Profile Recognizer (FPR),
designed to verify profile identities and identify fake
profiles within Online Social Networks (OSNs). The
detection method in their proposed technique relies on
the utilization of Regular Expression (RE) and Deter-
ministic Finite Automaton (DFA) approaches. Their
proposed detection technique underwent evaluation
using three different types of OSN datasets from Face-
book, Google+, and Twitter. The results demonstrated
a high level of precision, recall, accuracy, and notably
low False Positive Rates (FPR) in the detection of fake
profiles across all three datasets [26].

Jin, Lei et al. have conducted an analysis and in-
depth characterization of the behaviours of Identical
Copied Accounts (ICAs). Subsequently, they introduced
a detection framework with a primary emphasis on
the discovery and validation of suspicious identities.
In the pursuit of identifying such identities, they
proposed two distinct approaches, one based on
attribute similarity and the other on the resemblance of
social networks. The first technique handles a simpler
case involving common friends inside friend networks,
whilst the second is intended to handle instances
with similar friend IDs. The study also includes
experimental data that demonstrate the adaptability
and efficacy of the offered methodologies. Finally, they
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investigate viable options for confirming these suspect
IDs [27].

Nagariya, Himanshi Gupta et al. undertook a com-
parative analysis of eight different combinations of
classification algorithms and assessed their accuracy
using an Online Social Network dataset. The combina-
tions included Random Forest, Support Vector Machine,
Logistic Regression, KNN, and Decision Trees. After
conducting a thorough evaluation of the outcomes of
each hybrid approach, they determined that the most
favourable accuracy was achieved when combining
Support Vector Machine (SVM), Logistic Regression,
and Neural Network. Consequently, they proposed a
model for the detection of fake accounts, leveraging
this hybrid approach that demonstrated the highest
accuracy among all the considered combinations [28].

Uppada, Santosh Kumar et al. have introduced the
SENAD methodology, which focuses on determining
the legitimacy of news pieces published on Twitter, was
introduced. This conclusion depends on the credibility
and influence of the users who interact with these
articles. The SENAD model adds a novel notion known
as the genuineness score and takes into consideration
a variety of user-centric social interaction metrics such
as the Following-followers ratio, account age, and
bias. Their suggested approach significantly improved
the identification of fraudulent news and accounts,
resulting in a classification accuracy of 93.7%. They
also identified the importance of visuals coupled with
textual data in the spread of fake news and developed
the Credibility Neural Network architecture. This
framework makes use of the geographic characteristics
of Convolutional Neural Networks to detect physical
changes in pictures and determine if the picture
conveys a negative attitude, as fraudulent images
frequently display one or both of these qualities. Their
hybrid technique, which combines Error Level Analysis
and sentiment analysis, is critical in detecting false
photos, with an accuracy rate of about 76% [29].

To fill up the gap in the relationship between reviews
and their neighbours, Jiahua Du et al. have presented
the first end-to-end neural architecture. Twelve (three
selection × four aggregation) schemes are possible
with their model, which situates a review within the
context hints that it has learnt from its neighbours.
Utilising a number of cutting-edge benchmarks, they
have assessed model across six categories of actual
internet evaluations. Their model beats the baselines
by 1% to 5%, as demonstrated by experimental data
that validate the impact of sequential neighbours on
reviews. By doing a thorough analysis, they were also
able to uncover the ways in which reviews’ neighbours
affect how useful they are perceived [30].

Jiahua Du et al. have introduced a novel deep inter-
active architecture designed to capture the intricate
interplay between text and ratings, known as text-rating

interaction (TRI), for the purpose of modeling review
helpfulness. By incorporating TRI, the model not only
expands the representation capacity of star ratings
but also amplifies the impact of rating information
on review texts. The effectiveness of TRI was assessed
across six real-world domains using the Amazon 5-Core
dataset. Through extensive experimentation, the study
demonstrates that TRI outperforms existing methods
in predicting review helpfulness. Additionally, the
researchers conducted ablation studies and qualitative
analyses to gain deeper insights into the behavior of the
model and the parameters learned during training [31].

Yuzhong Zhou et al. have introduced convolutional
neural networks (CNNs) as part of a typical deep
learning architecture tailored for knowledge service
systems. Subsequently, CNNs were applied to facilitate
knowledge classification through deep learning tech-
niques. The study culminated in the presentation of
simulation results derived from the knowledge service
system, aimed at validating the efficacy of the proposed
approach outlined in the paper [32].

Shiva Shankar Reddy et al. have conducted an
analysis of various algorithms alongside Extreme
Learning Machine (ELM) and Gradient Boosting
techniques. To ensure robust performance, the study
employed k-fold cross-validation with values of k set
to 3, 5, and 10. The implemented algorithms included
Naive Bayes classifier, Support Vector Machine, K-
Nearest Neighbour, ID3, CART, and J48, while Gradient
Boosting and ELM were proposed as additional
approaches. All algorithms were implemented using
R programming. Evaluation metrics such as accuracy,
kappa statistic, sensitivity/recall, specificity, precision,
f-measure, and AUC were employed to compare their
performance. Notably, Gradient Boosting Machine
(GBM) exhibited superior performance compared to
existing algorithms. Subsequently, GBM was compared
with ELM, wherein GBM demonstrated superior
efficacy. Based on these findings, it is recommended to
leverage the gradient-boosting algorithm for effective
prediction of gestational diabetes [33].

4. Methodology
Figure 2 shows the framework of our social media
fake profile detection system. It consists of phases like
feature extraction, pre-processing, machine learning
training and testing. These phases are explained as
below.

4.1. Dataset
We used a MIB dataset that included 3,474 authentic
accounts and 3,351 fraudulent profiles. For legitimate
accounts, we specifically chose the following informa-
tion: TFP and E13 were used for real accounts, whereas
INT, TWT, and FSF were used for false accounts. The
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Figure 2. Social Media Fake Profile Detection Framework

information was saved in CSV format to make it eas-
ier for machines to read. The x-axis labels reflect the
characteristics selected throughout the phase of pre-
processing for use in the false profile detection pro-
cedure. The y-axis, on the other hand, represents the
number of entries linked with each characteristic in the
dataset [34].

4.2. Feature Extraction Phase
Only the numeric data was chosen for inclusion,
while the categorical attributes were excluded.
We have used eight features like, statuses_count,
followers_count, friends_count, favourites_count,
listed_count, default_profile, geo_enabled and
profile_use_background_image [35]. Subsequently,
the datasets containing fake and genuine user profiles
were combined into a unified dataset, each profile being
assigned an additional label ’is Fake,’ represented as a
Boolean variable. This combined dataset is stored in the
variable ’Y,’ which represents the response variable for
a given profile ’X.’ Finally, any empty or ’NaN’ entries
were replaced with zeros.

4.3. Pre-processing Phase
1. Checking for missing values: We aim to identify

any missing data within the dataset. This can be
accomplished by utilizing the ‘dataframe.isnull ()’
function in the Pandas library. This function will
yield ’True’ for any absent elements and ’False’
for those that are not missing. Furthermore, the
expression ‘dataframe.isnull ().sum ()’ enables us
to determine the total count of missing values
within the dataset.

2. Filling Missing Values: We have numerous alter-
natives for dealing with values that are absent

when working with quantitative variables, among
which are substituting them with the sample
mean, mode, median, or other numerical values.
Conversely, when working with categorical vari-
ables, we can address missing values by intro-
ducing a new category and replacing the missing
values with a designated string. Alternatively, one
may choose to replace missing values with zeros
in certain cases.

4.4. Machine Learning classifiers for Social Media
Fake profiles detection
To identify social media fake profiles, we integrated
multiple supervised methods, each sharing the common
objective of distinguishing fake profiles, albeit with
varying levels of accuracy. Each model relies solely
on observable characteristics for fake profile detection.
The identical dataset is supplied to all of the
aforementioned trained models, and the models used
are mentioned below.

(a) Decision Tree (DT). In ML, a DT is a tree-like
structure that is used for both classification and
regression problems. It entails recurrent binary splits
depending on the input attribute values. A decision tree
can be mathematically represented as [36]:

1. A DT T is a binary tree structure where each node
n represents a feature Fn and a threshold value Tn
as a result of which the data is divided into two
parts, Dlef t and Dright based on a decision rule.

2. At each internal node n, the decision rule is
represented as Fn ≤ Tn and the data is split into
two subsets:
Dlef t where Fn ≤ Tn
Dright where Fn > Tn

3. Leaf nodes contain a prediction value for regres-
sion tasks or class probabilities for classification
tasks.

Impurity Measures

• Gini Impurity: The Gini impurity Gini(D) for a
dataset D with class C is calculated as:

Gini(D) = 1 −
C∑
i=1

(pi)
2 (1)

Where:

– C is the number of available classes.

– pi is the proportion of samples in class i at
the node.
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• Entropy: Entropy Entropy(D) measures impurity
based on information content and is calculated as:

Entropy(D) = −
C∑
i=1

pi log2(pi) (2)

Where:

– C is the number of available classes.

– pi is the proportion of samples in class i at
the node.

• Splitting Criterion: For classification, the choice
of the feature and threshold at each node is
based on minimizing Gini impurity or entropy,
leading to the highest information gain. In
a decision tree algorithm, these measures are
used to determine the optimal splits in the
data, recursively creating the tree structure until
certain stopping conditions are satisfied.

(b) Random Forest (RF). RF is an ensemble learning
method that combines multiple decision trees to
improve predictive accuracy and reduce overfitting.
Here is a mathematical representation of RF: A RF is
composed of multiple decision trees, typically denoted
as, T1, T2, . . . , Tn where n is the number of trees in the
forest.

Each decision tree Ti is constructed using a random
subset of the data and a random subset of the features.
This is done to introduce diversity in the individual
trees, which collectively results in a more robust and
accurate model [37].

• Bootstrapping: Bootstrapping is utilized to make
multiple subsets of the original dataset for
training each tree. Each subset is generated by
randomly selecting samples with replacement.
The size of each subset can be the same as
the original dataset or smaller. Mathematically,
bootstrapping can be represented as:

Given a dataset D with N samples, Di is a
bootstrapped dataset with N samples, where
Ni amples are randomly selected from D with
replacement.

• Feature Subset Selection: For each DT Ti , a
random subset of attributes is taken into account
when splitting nodes. This subset is typically of
size m, wherem is less than the total number
of features M. Mathematically, feature subset
selection can be represented as: Given a dataset
with M features, m features are at each node split,
a decision at random is made for consideration.

• Random Forest Predictions: The predictions
from the Random Forest are typically aggregated
as of the following:

– Classification (Voting): For classification
tasks, each tree in the forest casts a vote for
the class, and the class with the most votes
is the final prediction. Mathematically, it can
be represented as:

ClassFinal = mode(ClassT1
, ClassT2

, . . . , ClassTn )
(3)

Where: Where:

∗ ClassTi indicates the class predicted by
the i-th decision tree.

(c) Logistic Regression (LR). LR is a statistical model
used for binary classification. Here’s the mathematical
representation of logistic regression [38]:

• Hypothesis Function: The logistic regression
model uses the logistic function (also called the
sigmoid function) to model the probability that
a given input belongs to a specific class. The
hypothesis function hθ(x) for logistic regression is
defined as:

hθ(x) =
1

1 + e−(θ0+θ1x1+θ2x2+...+θnxn)
(4)

Where:

– hθ(x) is the predicted probability that input
x belongs to the positive class (class 1).

– θ0, θ1, θ2, . . . , θn are the model parameters.

– x1, x2, . . . , xn are the input features.

– e is the base of the natural logarithm.

• Linear Model: The linear model within the
sigmoid function is represented as:

z = θ0 + θ1x1 + θ2x2 + . . . + θnxn (5)

Where, z is the linear combination of the model
parameters and input features.

• Cost Function: To train the logistic regression
model, a cost method is employed to calculate the
error between the predicted values and the actual
class labels. The cost function is typically the
logistic loss (also called log loss or cross-entropy
loss) for binary classification:

J(θ) = − 1
m

m∑
i=1

[
y(i) log(hθ(x(i))) + (1 − y(i)) log(1 − hθ(x(i)))

]
(6)

Where,

– J(θ) is the cost function.

– m is the quantity of training instances.
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– x(i) is the feature vector of the i-th training
example.

– y(i) is the actual class label of the i-th training
example (0 for the negative class, 1 for the
positive class).

– hθ(x(i)) is the predicted probability that x(i)

belongs to the positive class.

(d) XGBoost. Extreme Gradient Boosting is a powerful
machine learning algorithm that excels in both
classification and regression tasks [39].

• Objective Function: XGBoost employs a specific
objective task that must be performed optimized
during the training process. In the case of binary
classification, a common objective function is the
logistic loss:

L(θ) =
n∑
i=1

[
yi · log(1 + e−ŷi ) + (1 − yi) · log(1 + eŷi )

]
+Ω(f )

(7)

Where,

– L(θ) is the objective function to be mini-
mized.

– n is the number of data points in the training
set.

– yi is the true label of the i-th data point (0 or
1 for binary classification).

– ŷi is the prediction for the i-th data point.

– Ω(f ) represents an attribute of regulariza-
tion that regulates the model’s level of com-
plexity to prevent overfitting.

• Prediction for Each Tree: In XGBoost, the
prediction for each tree (boosting iteration) is
defined as:

ŷ
(t)
i = ŷ

(t−1)
i + η · ft(xi) (8)

Where,

– ŷ
(t)
i is the prediction for data point after the

t-th tree.

– ŷ
(t−1)
i is the prediction for data point i after

the (t − 1) -th tree.

– η is the training rate, that determines the size
of the step used to update the predictions.

– ft(xi) is the contribution of the t-th tree to the
prediction for data point i.

• Tree Structure: XGBoost builds trees to fit the
loss caused by the function’s negative gradient.
The structure of each tree (ft(x)) is learned using
techniques like gradient boosting with tree-based
learners. The mathematical representation of the
tree structure is intricate and involves various
components, including the split points and leaf
values. The entire XGBoost model combines the
predictions from all trees in the ensemble to pro-
vide the final prediction for a given data point.
In practice, XGBoost uses gradient boosting tech-
niques and employs regularization terms to opti-
mize the objective function. The mathematical
details of the algorithm’s implementation can be
complex, but the above equations represent the
core principles underlying XGBoost.

(e) Extra Trees (ET). Extra Trees, also known as
Extremely Randomized Trees or Extra-Trees, is an
approach to collaborative learning that is similar to
Random Forest but has several significant distinctions.
Extra Trees are mathematically represented as follows
[40]:

• Ensemble Structure: An Extra Trees ensemble
consists of a set of decision trees, denoted as
T1, T2, . . . , Tn where n is the number of trees in
the ensemble. Each decision tree Ti s constructed
based on a random subset of the data and a
random subset of features, similar to Random
Forest. This is done to introduce diversity in the
individual trees and collectively result in a more
robust and accurate model.

• Bootstrapping: Bootstrapping is used to create
multiple subsets of the original dataset for
training each tree. Each subset is generated by
randomly selecting samples with replacement.
The size of each subset can be the same as
the original dataset or smaller. Mathematically,
bootstrapping can be represented as: Given a
dataset D with N samples, Di is a bootstrapped
dataset with N samples, where Ni samples are
randomly selected from D with replacement.

• Feature Subset Selection: For each DT Ti , a
random subset of features is considered when
splitting nodes, similar to RF. This subset is
typically of size m, where m is less than the total
number of features M. Mathematically, feature
subset selection can be represented as: Given a
dataset with M features, m features are at each
node split, an arbitrary number is chosen for
consideration.

• Node Splitting: In Extra Trees, nodes are split
in a different way compared to Random Forest.
While Random Forest typically chooses the
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best split, Extra Trees chooses splits randomly.
For each node, Extra Trees randomly selects a
feature and a threshold for the split, rather than
choosing the optimal feature and threshold. This
“extra" randomness contributes to the “extremely
randomized" nature of Extra Trees.

• Aggregation: The final prediction in Extra Trees is
typically aggregated in one of the following ways,
similar to Random Forest:

– Classification (Voting): For classification
tasks, each tree in the ensemble casts a vote
for the class, and the class with the most
votes is the final prediction.

– Regression (Averaging): For regression
tasks, the final prediction is often the
average of the predictions from all trees in
the ensemble.

The “extra" randomness in feature selection and
node splitting differentiates Extra Trees from
other ensemble methods like Random Forest. This
randomness helps reduce overfitting and can lead
to more robust models.

(f ) K-Nearest Neighbors (KNN)). KNN is a simple
and effective machine learning algorithm used for
both classification and regression tasks. Here’s a
mathematical representation of the KNN algorithm:
KNN is a non-parametric, instance-based algorithm
that makes predictions based on the majority class or
the average of the k-nearest data points in the feature
space. Given a dataset D with n data points, where each
data point xi is associated with a label yi KNN works as
follows [41]:

• Step 1: Define the distance metric: Choose a
distance metric, typically the Euclidean distance
is used to calculate the distance between data
points. The Euclidean distance between two data
points xi and xj in a feature space with m features
is given by:

d(xi , xj ) =

√√
m∑
k=1

(xik − xjk)2 (9)

Where:

– xik and xjk are the values of feature k for data
points xi and xj .

• Step 2: Select the number of neighbors (k):
Select the number of nearest neighbors (k) to
consider when making predictions. Typically, k is
a positive integer.

• Step 3: Predict a new data point: To forecast a
new data point’s class label x, find the k data
points in D that are closest to x based on the
chosen distance metric. Count the number of data
points in each class among these k neighbors, and
assign the class label that appears most frequently
among the k neighbors to x.

• Mathematical Representation for Classification:
In the case of KNN classification, the prediction
for a new data point x can be represented
mathematically as:

y(x) = arg max
yi

k∑
i=1

⊮(yi = y) (10)

Where:

– y(x) is the predicted class label for data point
x.

– yi represents the class labels of the nearest
neighbors of x.

– 1(yi = y) is a function that returns a notifica-
tion 1 if yi = y and 0 otherwise.

KNN is a straightforward algorithm to under-
stand and implement, and it’s particularly use-
ful when dealing with small to medium-sized
datasets. However, it can be computationally
expensive for large datasets, and the choice of
the distance metric and k value can significantly
impact its performance.

(g) AdaBoost. AdaBoost is a form of collaborative learn-
ing that combines several weak learners to produce a
strong learner. Below is a mathematical representation
of the AdaBoost algorithm. AdaBoost works by itera-
tively training a series of weak classifiers and assigning
them weights based on their performance. The final
prediction is a weighted sum of the weak classifier
predictions. Given a training dataset (X, y) where X
represents the feature vectors and y represents the
labels (typically −1 and 1 for binary classification), the
AdaBoost algorithm can be mathematically represented
as follows [42]:

Algorithm:

• Step 1: Initialize Weights: Initialize equal
weights for all training samples, wi = 1

N , where N
is the number of training samples.

• Step 2: For t = 1 to T

– a. Train a weak classifier ht(x) using the
training data weighted by wi .
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– b. Compute the error ϵt of the classifier on
the weighted training data:

ϵt =
N∑
i=1

wi · 1(ht(xi) , yi) (11)

where 1 is a function that returns a
notification 1 when ht(xi) , yi (the classifier
made a mistake) and 0 otherwise.

– c. Calculate the classifier weight αt as:

αt =
1
2

ln
(

1 − ϵt
ϵt

)
(12)

– d. Update the weights for the training
samples:

wi ← wi · exp (−αt · yi · ht(xi)) (13)

– e. Normalize the weights to ensure they sum
to 1:

wi ←
wi∑N
j=1 wj

(14)

• Step 3: Final Prediction: The final prediction for
a new data point x is computed as the weighted
sum of the weak classifier predictions:

H(x) = sign

 T∑
t=1

αt · ht(x)

 (15)

Where:

– H(x) is the final prediction for data point x.
– ht(x) represents the prediction of the t-th

weak classifier.
– αt is the weight assigned to the t-th weak

classifier.

AdaBoost combines the predictions of multiple weak
classifiers, giving more weight to those that perform
well. The final prediction is based on the weighted
votes of the individual classifiers. The main idea behind
AdaBoost is to focus on examples that are challenging
and reweight the data during training to emphasize the
misclassified samples, ultimately improving the overall
performance of the ensemble.

(h) Majority Voting Approach. Majority voting is a
straightforward ensemble approach that is frequently
applied to classification challenges. It entails merging
the predictions of numerous independent classifiers in
order to create a final prediction based on a majority
vote. The mathematical representation of majority
voting is straightforward: Given a set of N classifiers
{C1, C2, . . . , CN }, where each classifier Ci produces a
binary prediction yi ∈ {0, 1} or {−1, 1} for a given input
sample, the majority voting ensemble works as follows
[43]:

• Step 1: Each classifier Ci provides a binary predic-
tion, where 1 or “positive" typically indicates the
positive class, and 0 or −1 indicates the negative
class.

• Step 2: For each input sample, the majority
vote is calculated by counting the number of
learners that accurately forecast positive class (1
or “positive") and the number of learners that
predict the negative class (0 or −1).

• Step 3: The final prediction for the ensemble is
based on the majority class determined in the
vote. If a majority of the learners correctly forecast
the positive class, then, the ensemble predicts the
positive class; otherwise, it predicts the negative
class.

Mathematically, the majority voting ensemble can be
represented as follows: For a given input sample x, let
y1, y2, . . . , yN represent the binary predictions from the
N individual classifiers, where yi ∈ {0, 1} or {−1, 1}.

In Majority Voting, the ensemble’s final decision
is based on the majority opinion of the individual
classifiers. If more than half of the classifiers vote for
the positive class (1), the ensemble predicts the positive
class; otherwise, it predicts the negative class (0).

5. Experimental Results and Discussion
This section shows the results of our research on
the identification of fraudulent social media profiles
and provides a thorough discussion of the findings.
Our study was meant to evaluate the usefulness of
various characteristics and machine learning models in
recognizing fake accounts on social media sites.

5.1. Dataset
We used a MIB dataset that included 3,474 authentic
accounts and 3,351 fraudulent profiles. For legitimate
accounts, we specifically chose the following informa-
tion: TFP and E13 were used for real accounts, whereas
INT, TWT, and FSF were used for false accounts. The
information was saved in CSV format to make it eas-
ier for machines to read. The x-axis labels reflect the
characteristics selected throughout the phase of pre-
processing for use in the false profile detection pro-
cedure. The y-axis, on the other hand, represents the
number of entries linked with each characteristic in the
dataset [34].

5.2. Model Evaluation
We explored the performance of several machine
learning models, including Decision Trees, XGBoost,
Random Forest, Extra Trees, Logistic Regression,
AdaBoost, K-Nearest Neighbors and Majority Voting
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classifier for the task of fake profile detection. We
have used following measures to evaluate our proposed
approach for fake social media profiles detection [44].

• Accuracy: Accuracy evaluates the overall effi-
ciency of a categorization model. It is the pro-
portion of accurately predicted occurrences to the
total number of examples in the dataset.

Accuracy =
T P + TN

T P + TN + FP + FN
(16)

• Precision: Precision assesses the accuracy of the
positive predictions made by the model. It is the
ratio of true positive predictions to all positive
predictions.

P recision =
T P

T P + FP
(17)

• Recall: The model’s ability to properly identify
positive cases is measured by recall. It is the
proportion of genuine positive predictions to all
occurrences of true positive prediction.

Recall =
T P

T P + FN
(18)

• F1-Measure (F1-Score): The F1-measure is a
assessment of the model’s performance since it is
an average of accuracy and recall.

F1-Measure =
2 · P recision · Recall
P recision + Recall

(19)

The confusion matrix yielded the values TP, TN,
FP, and FN. These performance indicators, which
offer a quantifiable assessment of accuracy, precision,
recall, and overall performance, are frequently used
to assess the success of classification algorithms. The
performance assessment of machine learning classifiers
on the MIB fake social media profile dataset is shown in
Table 1 and Figure 3.

Table 1 presents the performance evaluation of
various machine learning classifiers applied to the MIB
fake social media profile dataset, assessing accuracy,
precision, recall, and F1-measure. The Decision Tree
Classifier demonstrated exceptional results with an
accuracy, precision, recall, and F1-measure of 98.49%.
Meanwhile, the Random Forest classifier achieved
equally outstanding scores across all metrics, with
an accuracy, precision, recall, and F1-measure of
99.12%. Similarly, the Extra Trees classifier delivered
strong performance, boasting an accuracy, precision,
recall, and F1-measure of 99.07%. The XGBoost
classifier exhibited remarkable consistency, registering
an accuracy, precision, recall, and F1-measure of
98.83%.

Figure 3. Performance Assessment of Machine Learning
Classifiers on the MIB Fake Social Media Profile Dataset.

Furthermore, the AdaBoost classifier excelled in all
categories, garnering an accuracy, precision, recall,
and F1-measure of 99.22%. On the other hand,
the Logistic Regression learning classifier posted
respectable results, recording an accuracy of 97.31%,
precision of 97.37%, recall of 97.31%, and an F1-
measure of 97.31%. The K-Nearest Neighbors (KNN)
classifier demonstrated a noteworthy performance,
securing an accuracy, precision, recall, and F1-measure
of 98.63%. Notably, the Majority Voting classifier
demonstrated superior results, with an accuracy,
precision, recall, and F1-measure of 99.12%.

Our approach uniquely leverages the Majority
Voting technique to amalgamate predictions from
multiple classifiers, establishing itself as a robust and
dependable strategy for addressing this challenging
issue. The ensemble method significantly outperforms
individual classifiers, yielding a notably impressive
detection performance.

Following Figure 4 to 11 shows the performance
analysis of individual classifier in terms of confusion
matrix and ROC curve.
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Table 1. Performance Assessment of Machine Learning Classifiers on the MIB Fake Social Media Profile Dataset

Classifier Accuracy (%) Precision (%) Recall (%) F1-Measure (%)
Decision Tree 98.49 98.49 98.49 98.49
Random Forest 99.12 99.12 99.12 99.12
Extra Trees 99.07 99.07 99.07 99.07
XGBoost 98.83 98.83 98.83 98.83
AdaBoost 99.22 99.22 99.22 99.22
Logistic Regression 97.31 97.37 97.31 97.31
K-Nearest Neighbors 98.63 98.63 98.63 98.63
Proposed Approach using Majority Voting 99.12 99.12 99.12 99.12

Figure 4. Confusion Matrix for Decision Tree Classifier.

Figure 5. Confusion Matrix for Random Forest Classifier.

Figure 6. Confusion Matrix for Extra Tree Classifier.

Figure 7. Confusion Matrix for XGBoost Classifier.
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Figure 8. Confusion Matrix for AdaBoost Classifier.

Figure 9. Confusion Matrix for Logistic Regression Classifier.

Figure 10. Confusion Matrix for K-Nearest Neighbors Classifier.

Figure 11. Confusion Matrix for Majority Voting Classifier.
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Figure 12. ROC Curve of Decision Tree Classifier.

Figure 13. ROC Curve of Random Forest Classifier.

Figure 14. ROC Curve of Extra Tree Classifier.

Figure 15. ROC Curve of XGBoost Classifier.

Figure 16. ROC Curve of AdaBoost Classifier.

Figure 17. ROC Curve of Logistic Regression Classifier.
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Figure 18. ROC Curve of K-Nearest Neighbors Classifier.

Figure 19. ROC Curve of All Classifier.

5.3. Discussion
This paper has focused on the detection of fake
social media profiles, a critical task in the realm
of online security and social media management.
Specifically, our approach leverages the Majority Voting
technique to aggregate predictions from multiple
classifiers, which has proven to be a robust and
reliable method for tackling this challenging problem.
The ensemble approach significantly outperforms
individual classifiers, achieving a remarkable detection
accuracy of 99.12%, a precision of 99.12%, a recall of
99.12% and an F1-score of 99.12%. This high level of
accuracy indicates the potential of our technique to
play a vital role in identifying deceptive profiles and
maintaining the trustworthiness of social networking
platforms.

6. Conclusion
In the age of online communication and networking,
detecting false online social networking identities is
critical. In this paper, we have explored the effectiveness
of the Majority Voting technique as a powerful tool
for identifying fake social media profiles. The results

and insights gained from our work hold significant
implications for enhancing the trustworthiness of social
media platforms and online communities.

The findings of our study have shown that the
Majority Voting approach is effective in detecting
counterfeits profiles. With an accuracy of 99.12%,
a precision rate of 99.12%, a recall rate of 99.12%
and an F1-score of 99.12%, our approach significantly
outperforms individual classifiers. This high level of
accuracy instills confidence in the reliability of our
method to identify and mitigate the risks associated
with fraudulent profiles.

While the Majority Voting technique exhibits
promise, we acknowledge that the battle against
fake social media profiles is an ongoing one. The
dynamic nature of online platforms and the continuous
evolution of deceptive tactics require constant vigilance
and research. Addressing emerging challenges, such as
adversarial attacks and the identification of deepfake
profiles, represents an essential area for future
exploration.
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