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Abstract

In the last years, we have witnessed to an increasingly heightened awareness of the potential benefits of a challenging and promising educational research area : Adaptive Learning [1]. It has become one of the central technologies in education [2] and was recently named, by Gartner, as the number one strategic technology to impact education in 2015 [3]. In fact, adaptive learning systems become more accessible to educational institutions, corporations, and individuals, however, the challenges encountered are more structural and operational rather than technological [4]. While a lot of research has focused on development and evaluation of technological aspects [5], serious questions remain about the motivation of learners [6],[7] and also the design of the content (or domain) model [8],[9] including the learner's autonomy issues [9],[10],[11] and the lack of the learner's control [9],[12],[13].

In order to overcome those challenges, we propose CLE “Connected Learning Environment” which is an ubiquitous learning environment [14] that provide to the learners of this generation a learning environment adapted to their expectations and their lifestyle habits and stimulate also their motivation. As a pedagogical approach, CLE adopts the connectivism [15] and take advantage from its benefits (adaptation to the current technological advances [16], management of learning in communities [17], openness with respect to external resources[18], etc.) and adapts this approach in a formal context even though the connectivism was conceived as an informal pedagogical approach [19][20].

CLE introduces a new pedagogical process including four phases detailed later (Knowledge construction, Decision making, Validation, Evaluation) and the knowledge construction phase is characterized by the collaboration and communication between heterogeneous communities composed of humans and smart objects [14]. However, the ability to distinguish relevant information among the knowledge constructed by the actors is a vital point. As part of this article, we focus on the decision making process. To do this, a comparison is made between C4.5 [21] decision tree and MLP [22] neural network on the same data set using the same performance measures in order to take a decision on the relevance of knowledge constructed by the CLE actors.
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1. Introduction

In the last years, we have witnessed to an increasingly heightened awareness of the potential benefits of a challenging and promising educational research area: Adaptive Learning [1]. In fact, many factors contributed to the increasing feasibility of adaptive learning systems and led to its market adoption such as the evolution of digital and mobile technologies [23], developments in data analytics [24], large volumes of data collected during the student learning [9], proliferation of free educational content [25], diversity in the access media [26] as well as other economic drivers [24]. As a result, adaptive learning has become one of the central technologies in education [2] and was recently named, by Gartner, as the number one strategic economic drivers [24]. As a result, adaptive learning has become one of the central technologies in education [2] and was recently named, by Gartner, as the number one strategic technology to impact education in 2015 [3].

Adaptive learning system can be defined as a technology based environment [27] that focuses on the learner motivation [6] and provides the right instruction, at the right time, about the right thing [28] by designing learning experiences [29] adapted to the particular abilities, goals, and learning styles of learners [9],[27]. In addition, adaptive environments guarantee effective learning [30], reduce the drop-out rates [31], engage learners [30], increase their motivation [6],[7], personalize instruction [4], adapt to the pace of learners [32] and improve learner outcomes and/or speed of achieving those outcomes [4]. In fact, the adaptive learning systems are built on three main components [4],[33],[34].

- **Content or domain model**: It refers to a model that identify the structure of the appropriate content to be learned which means the way the specific topic, or content domain, is structured, with thoroughly detailed learning outcomes and a definition of tasks that need to be learned [9],[34].

- **Learner model**: This model may comprise such elements as learner goals for the course and current domain knowledge, as well as other elements such as cognitive and meta-cognitive ability, and non-cognitive factors such as motivation level, learning style, or preference for medium of learning [9],[4].

- **Instructional model**: This model determines how a system selects specific content for a specific student at a specific time. In other words, it puts together the information from the learner model and content model to, ideally, generate the learning feedback or activity that will be most likely to advance the student’s learning [4],[33].

As a matter of fact, adaptive learning systems become more accessible to educational institutions, corporations, and individuals, however, the challenges encountered are more structural and operational rather than technological [4]. While a lot of research has focused on development and evaluation of technological aspects [5], serious questions remain about the design of the content (or domain) model [8],[9] including the (1) learner's autonomy issues [9],[10] where most of the adaptive environments don't create a class culture that supports and cultivates the student autonomy and don't give students choice over their learning sequences [11] and also (2) the lack of student's control [9],[12] where many adaptive learning systems do not allow the same degree of control to the student over the design of their course [13]. In addition to the content model, another controversial aspect is reflected in the learner model: the motivation of the learners [6],[7]. Actually, the motivation of this new generation called also generation Z or C [35],[36] is a crucial point because those learners arrive today with new requirements and lifestyle habits which affect their needs, requirements and expectations in terms of education.

In order to overcome those challenges, we propose CLE “Connected Learning Environment” which is an ubiquitous learning environment [14] conceived by our research team LeRMA "Learning and Research in Mobile Age." This ecosystem considers all the points mentioned earlier, provide to the learners of this generation a learning environment adapted to their expectations and their lifestyle habits and stimulate their motivation. As a pedagogical approach, CLE adopts the connectivism [15] and take advantage from its benefits (adaptation to the current technological advances [16], management of learning in communities [17], openness with respect to external resources[18], etc.) in a formal context even though the connectivism was conceived as an informal pedagogical approach [19][20].

CLE introduces a new pedagogical process including four phases detailed later (Knowledge construction, Decision making, Validation and Evaluation) and this process is characterized by the collaboration and communication between heterogeneous communities composed of humans and smart objects [14]. Through this process, CLE reconsiders the content or domain model and improve and develop the learners autonomy by involving them into the pedagogical process and allowing them research and participate into the construction of knowledge. CLE re-examine also the role of the teacher where this actor is considered as a moderator rather than a monopolist. That way, the environment gives more control to the learners with respect to the knowledge management. In fact, CLE extends the traditional adaptive learning environments and focuses on the content or domain model by introducing a new way of educational knowledge management by considering the participation of all the actors (humans and smart objects) and focuses also on the learner model by increasing the creativity, innovation, competitiveness, responsibility, autonomy and the spirit of discovery of learners.

Through CLE, we consider the various roles of our ecosystem actors (learner, smart object, teacher...) in the
knowledge construction process. This process occurs through collaboration and communication between heterogeneous communities composed of humans and smart objects. However, the ability to distinguish relevant information among the knowledge constructed by the actors is a vital point. As part of this article, we focus on the decision making process. To do this, a comparison is made between C4.5 [21] decision tree and MLP [22] neural network on the same data set using the same performance measures in order to take a decision on the relevance of knowledge constructed by the CLE actors.

This paper is organized as follows: The first section describes the connectivism, our environment CLE with its main actors and its functional architecture. The second part introduces the communication between actors which is based on the SOA layer of CLE. The third section presents the pedagogical layer with the different phases: knowledge construction, decision making, validation and evaluation. The fourth section focuses on the knowledge construction process and the last part describes the decision making process.

2. CLE : Connected Learning Environment

CLE is an ubiquitous learning environment [14] that extends the traditional adaptive learning environments by introducing a new way of educational knowledge management that considers the participation of all the environment actors (humans and smart objects). In fact, CLE focuses on the content and learner models and provides to this generation a learning ecosystem adapted to their expectations and their lifestyle habits by increasing the creativity, innovation, competitiveness, responsibility, autonomy and spirit of discovery of the learners. Besides, the biggest challenge considered by CLE is to ensure all these points in a formal, organized and structured context.

The pedagogical approach of CLE must be adapted to the current technological advances [16], guarantee management of learning in communities [17] and openness with respect to external resources [18]. According to George Siemens and Stephen Downes, the connectivism is a more refined version of the behaviourism, cognitivism, and constructivism [37],[38] which is adapted to the digital world and the technological advances already familiar to the generation Z [39]. However, CLE adopts the connectivism [15] in a formal context even though the connectivism was conceived as an informal pedagogical approach [19][20]. In the next section, we present the connectivism as well as the proposed environment CLE by introducing its actors and its functional architecture.

2.1. Connectivism

Based on technological advances and more precisely on Web 2.0, a new pedagogical approach emerged called connectivism. It is defined as the integration of principles explored by chaos, network, and complexity and self-organization theories where knowledge can reside outside of ourselves (within an organization, a database, a smart object...), and where the learning is focused on connecting specialized information sets. This approach was proposed by George Siemens and Stephen Downes and is based on eight principles [15]:

- Learning and knowledge rests in diversity of opinions.
- Learning is a process of connecting specialized nodes or information sources.
- Learning may reside in non-human appliances.
- Capacity to know more is more critical than what is currently known.
- Nurturing and maintaining connections is needed to facilitate continual learning.
- Ability to see connections between fields, ideas, and concepts is a core skill.
- Currency (accurate, up-to-date knowledge) is the intent of all connectivist learning activities.
- Decision-making is itself a learning process. Choosing what to learn and the meaning of incoming information is seen through the lens of a shifting reality.

The Web has become an informational ecosystem composed of nodes connected to each other through links. The main idea of connectivism is that learning and intelligence don’t lie only in individuals but also in these groups of nodes. However, Web 2.0 alone is not efficient to access in a smart way these distributed networks and where the ability to learn becomes more and more important [40]. In the U-Learning [41], pedagogical challenges line with the objectives of the connectivism because learning can take place without the learner, through technology (e.g. smart objects) and also because the U-Learning focuses on the connection between human with other devices. To meet the objectives outlined by the connectivism, we take advantage from new technologies by providing a learning environment called CLE. In the next section, we detail our environment, its main actors and its functional architecture.

2.2. Architecture : Layers and Main actors

CLE is an ubiquitous learning environment that adopts the connectivism as a pedagogical approach in the formal context and aims to provide to this generation a learning ecosystem adapted to their expectations and their lifestyle habits. CLE also considers the role of all the actors in the pedagogical process without neglecting the role the teacher. The functional architecture of our environment CLE is a layered model shown in the Figure 1.
Main Actors

In CLE, all the actors are considered as nodes and each actor has a key role in the ecosystem. The main actors can be classified into three main categories:

Humans: The first category of actors contains five players: Learner, Teacher, Expert, Tutor and Administrator.

- The Learner is considered as one of the most important actors in the environment. Besides acquiring new knowledge (process of learning), this actor is involved with the others (Smart object, Expert…) in the knowledge construction process which is detailed later.

- Teacher: Following the environment vision, the teacher is considered as a moderator and organizer more than a knowledge monopolist and transmitter. Also, this actor (1) elaborates the learning strategies such as the objectives, the prerequisites, etc. (2) makes the learning contents and resources available (3) handles the pedagogic scenarios and (4) validates the knowledge proposed by the other actors (Humans and smart objects).

- The Expert collaborates with other actors in the environment and provides his expertise in the knowledge construction. This actor can be a teacher, a pedagogue, a tutor, an engineer or a business manager, etc.

- Tutor: In an ubiquitous learning ecosystem, we cannot overlook the role that the tutor plays. The tutor monitor, support, supervise, assist and advise learners [42], [43].

- The Administrator’s role is to (1) maintain the controller unit functional (third category of actors) and (2) also to add new smart objects to the ubiquitous environment.

Smart objects: In a learning environment such as CLE, the role of smart objects [44] can’t be overlooked because they are considered as a key element in every ubiquitous environment [45]. The smart object in CLE is characterized by five features: (1) Unique identification [46], (2) Able to communicate, search, select and exchange information with peers and also with humans [47], (3) Associated to a local memory in order to store its knowledge [48], (4) Ability to provide services to the other actors [49] and (5) classified into one or more categories according to its area of expertise; e.g., the learners in the chemistry class access to the smart objects classified into organic chemistry or nuclear chemistry categories while the learners in the mathematics class access to categories in relationship with the math’s field such as algebra or statistics. Through this classification, all the actors of the environment can search, select, communicate and exchange information with the smart objects based on their needs. The smart objects in CLE participate in the knowledge construction process by offering their expertise and can be in a library, a museum, an academic resource center, etc.

Controller Unit: The third category of actors is a cloud infrastructure [50],[51]. It acts as an intermediary for communications between all the nodes of CLE and contains all the data for the proper functioning of the environment.

Layers

As shown in the figure 1, the functional architecture of our environment CLE is a layered model composed of seven layers:
Virtual infrastructure Layer: In order to solve issues related to concurrence between the different nodes of our environment, optimization and control of resources and costs. This layer represents a virtualised cloud infrastructure which has three main components: storage, processing, and networks [52]. Through this layer, we provide an environment that benefit from the advantages of virtualisation such as flexibility and performance and thus to ensure better availability, large flexibility and higher quality of service [53].

Data Layer: This Layer includes the contents, data and storage spaces necessary for the proper functioning of our learning environment. In other words, it includes the actors’ profiles, data related to SOA (WSDL, UDDI), pedagogic data (scenarios, strategies, learning contents, learning trees) and personal and collaborative spaces.

SOA Layer: As an ubiquitous learning environment, CLE faces several challenges regarding (1) the interoperability of actors, devices and communication protocols [54], (2) scalability to deal with the growth of consumers, devices, applications, and space coverage [55] and (3) adaptation of service/content depending on users’ services needs [56]. Through the SOA layer, we guarantee these points [57], [58], [59] and we ensure effective communication between the different heterogeneous actors of CLE based on services (where each actor is represented by a set of services). This Layer is detailed in the third section.

Security: This Layer manages security and includes features such as the confidentiality, access management and resources permissions [60].

Pedagogical Layer: The pedagogical layer represents the essence of our environment. This layer has four main phases which are: Knowledge construction, decision making, validation and evaluation. The modules of the layer are detailed in the fourth section.

Context Acquisition and Management: As an ubiquitous learning environment, CLE should provide context management to meet challenges such as mobility, network and terminal... This layer manages the context to provide appropriate services for different profiles: the CLE nodes (profiles, preferences ...), environment profile (location, sensors ...), terminal profile (size, type, memory, OS ...) and the network profile (type, speed, quality of service ...) [61], [62].

User Interface Layer: This layer provides various access points to the human nodes accessing our environment (Learner, Teacher, Administrator, Expert and Tutor) as shown in the figure 1, however, smart objects are linked directly to the context acquisition and management layer since they are plugged via their services. UIL in CLE has several characteristics: It is distributed [63] secure [64], effective [65], easy to use [66], interactive [67] and adaptable [68].

CLE as conceived requires the management of communication and interaction between its actors in order to allow better construction and circulation of knowledge. To solve this issue and enable active communication between the different actors of our environment, we focus on its SOA layer where communication will be based on services and where each node is represented by a set of services. In the next section, we introduce the ESB based communication that has been used to solve this issue.

3. SOA Based Communication

As an ubiquitous learning environment, CLE faces several challenges regarding (1) the interoperability of actors, devices and communication protocols [54], (2) scalability to deal with the growth of consumers, devices, applications, and space coverage [55] and (3) adaptation of service/content depending on users’ services needs [56]. Through the SOA layer, we guarantee these points [57], [58], [59] and we ensure effective communication between the different heterogeneous actors of CLE based on services (where each actor is represented by a set of services).

3.1. Communication in CLE

From a comparison already done in [69], the bus topology seems the most appropriate for our environment because it offers several mechanisms such as: Information processing, protocols conversion, events management, workflow... and it also solves the issues of flexibility and extensibility. As an implementation of the bus architecture, we opted to use an ESB in the SOA layer of CLE. That ESB includes the actors’ services, the business services, SLA services for a better quality of service and the bus will be used for connectivity, routing, processing and conversion…Through this proposition, we ensure a better communication between heterogeneous communities composed of humans, smart objects and controller unit in order to ensure an efficient knowledge construction.

3.2. Proposed Architecture of the ESB

In order to ensure effective interactions between our nodes or actors in the CLE environment, we opted to use an ESB in its SOA layer. Our architecture includes four main layers as shown in Figure 2.
User services: This layer includes the main services of our architecture. These are the business components of the environment.

- Each user will have a set of services.
- Each service has a WSDL file that describes its methods...
- Each service is added in our UDDI.
- All services are intra-accessible via the bus.
- All services access the database through the bus.

BUS: The bus acts as a broker between the various services. This means that all the interactions between services pass through the bus. These interactions can be based on events or messages. The bus is also responsible for:

- All the environment actors can connect easily to their services. After the log in, the learner automatically accesses the services in order to add suggestions, collaborate with others...
- All communications between nodes are ensured by managing priorities through the information routing mechanisms. For example, communication between smart object and learner will be favoured over a communication between administrator and tutor.
- Regardless of the technology with which the node communicates with its services, there is a protocol conversion. For example, regardless of the manner in which the smart object communicates with the bus, the learner will not feel the difference.
- Through the workflow, we have a better management of events. That is to say, there is a process to follow.
- The audit, traceability, administration and supervision are important points provided to the administrator of the environment to better handle it.

SLA services: The SLA (Service Level Agreement) services are designed for a better quality of service, it includes: Security (confidentiality, authorization, and identification), availability, management of workload...

Business services: The business services are used to ensure the proper functioning of the ESB such as: Rules Engine, Protocols Adapters, Identification, Security, Reporting.

The ESB in our environment will ensure better availability, a wide flexibility through the cloud infrastructure. It also allows better management through business services and better quality of service with the SLA layer. As long as the communication is effective between the actors in our environment, we focus on the pedagogical process: the knowledge construction based on the participation of the various actors, the exploitation of this knowledge by selecting the most relevant suggestions, validation of these suggestions by the teacher and finally the evaluation of the CLE actors.

4. Pedagogical layer

The pedagogical layer represents the essence of our environment. Its objective is to provide a pedagogical process adapted to the expectations and habits of this generation, consider the role of all the actors and increase the motivation, creativity, innovation, competitiveness, responsibility, autonomy and spirit of discovery of the learners and the biggest challenge would be to ensure all these issues within a formal and structured context. This layer is represented by a process composed of four main

![Figure 2. Functional architecture of the ESB](image-url)
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phases: (1) Knowledge construction based on the participation of the various nodes in the environment (2) a decision making engine that determines the relevance of that knowledge, (3) the teacher’s validation of that knowledge which cannot be neglected, and finally (4) the evaluation of the different nodes of our environment CLE. In the figure 3, we present the different phases of the pedagogical process.

Knowledge construction: The first phase in our process is the knowledge construction. In this phase, we introduce a way that is based on the participation of the various nodes. This phase aims to integrate all CLE actors (humans, smart objects) and stimulate their motivations. This phase is composed of several steps: (1) the teacher adds the first arborescence of the course and specify the learning strategies shown in the pedagogical layer of CLE (such as the objectives, the prerequisites, targeted groups of actors, etc.) ; (2) the controller unit notifies those targeted groups of actors. Those actors will participate in the knowledge construction; (3) The groups of actors collaborate and add their suggestions into the tree (course) generated by the teacher… In the next section, we will detail each step of this phase.

Decision making: The decision making represents a critical point in the connectivism because it figures among its characteristics. After the collaboration and the addition of the suggestions by the actors, a decision making engine selects the most relevant ones. As a result, the suggestions of the actors will be separated into two groups (relevant and irrelevant). The Decision making engine is described in the last section.

Validation: After the selection of the most relevant suggestions by the decision making engine, the teacher will have at its disposal several ways to validate these suggestions (Acceptance, refusal, modification ...). After the validation of the teacher, the course (learning tree) will be updated. Thus, in our learning environment CLE, the teacher has another role which is regulation and a moderation instead of an information transmission.

Evaluation: The last phase in our process is the evaluation of the CLE actors. In our environment, the evaluation should be considered because all the actors participate in the knowledge construction process. It is based on several features such as the level of trust of the actors which is calculated based on the number of relevant and irrelevant suggestions of each actor. After having a global view of the pedagogical process and its different phases, we present in the next section the first part of the pedagogical process: The knowledge construction with a focus on its different stages.
5. Knowledge Construction

The first phase of our pedagogical process is the knowledge construction. In this phase, we introduce a way that is based on the participation of the various nodes (humans and smart objects). The knowledge construction is divided into four major steps as shown in the Figure 4:

1. Addition of the first arborescence of the course (learning tree) by the teacher based on learning strategies in the pedagogical layer of CLE such as the objectives, the prerequisites, the targeted groups of actors, etc.
2. Notification of the targeted groups of actors, those actors will participate in the knowledge construction.
3. Acquisition of knowledge by the actors already notified.
4. Collaboration and addition of knowledge which occurs in the form of suggestions in the learning tree. Those suggestions will be the inputs of the decision making engine in order to be validated.

Before starting the description of the various stages, we present in the following the learning tree generated by the teacher which represent the course which is considered as the base for the construction of knowledge.

5.1. Learning Tree

The learning tree represents the base for the construction of knowledge. This is the first tree being generated by the teacher and all the actors participate and update this tree structure. In order to schematize the learning tree, IMS Learning Design (IMS-LD) [70] has been used. It is a specification for a metalanguage which enables the modelling of learning processes and does not mandate a specific pedagogical approach and the C level was chosen because it supports collaborative events through notifications between the various parts. As part of the learning process, each actor in the environment contributes to the construction of knowledge that occurs in the form of a hierarchical learning tree as shown in the Figure 5.

The teacher adds the learning tree and (1) specifies the pedagogical strategies such as: objectives, prerequisites, and (2) also the actors responsible of adding new knowledge (groups of learners, categories of smart objects, experts…), and (3) creates the first hierarchical tree model. The various tree nodes can be classified into two categories:

**Container node:** It can be the root element or an intermediate node. The last one may include another intermediate nodes or information nodes. The intermediate node can be added either by the teacher or by another actor as a suggestion (that will be validated by the teacher). Based on the IMS-LD scheme, the container node is defined as an activity structure.

**Information node:** Information nodes are equivalent to leaves in a tree. They can be added by smart objects, learners or experts or by the teacher. Based on the IMS-LD scheme, the information node is defined as a learning activity. In the next section, we detail this knowledge construction process and its various steps.

5.2. Knowledge construction process

As shown in the figure 4, the knowledge construction process is composed of four steps. In this section, we detail each of these parts.

**Creation of the leaning tree model**

First of all, the teacher adds the first learning tree model in order to be filled by the actors and specifies several features (Figure 6):
Targeted groups: The teacher specifies the audience: groups of learners, categories of smart objects and experts... Those actors will be able to view and add suggestions.

Visibility of nodes: For each intermediate node in the learning tree, the teacher has the possibility to show it to audiences or to hide it. We can use this feature based on the learning objectives (e.g.: pedagogical progression).

Filling time: When an intermediate node is created, the teacher specifies the time required for filling. This means that beyond that time, the targeted groups cannot add anymore their suggestions.

Objectives: For the root element and for each intermediate node, the creator adds its objectives which describe the intended outcome for the targeted groups.

Prerequisites: For the root element and for each intermediate node, the creator adds its prerequisites which are the entry-requirements, such as any pre-knowledge needed.

Notification of actors

After the addition of the first learning tree model, the controller unit broadcasts this information to the targeted groups (Figure 7).

Acquisition, collaboration and creation of suggestions

After the notification of the concerned actors, the suggestions formulation can be achieved through two scenarios:

Individual actor: A single user creates the suggestion and adds it to the learning tree: learner, smart Object, Expert, Teacher…

Multiple actors: Multiple actors collaborate through their collaborative spaces in order to create there suggestions.

After the addition of learning tree by the teacher and the notification of all the actors from the controller unit, the actors can either add there suggestions as information nodes or as intermediate nodes if they judge that it meets the pedagogical objectives, propose to modify an existent node or propose to delete a node if they judges that it’s obsolete (see Figure 8). In the case of the smart object, once it is notified from the controller unit, it searches its database to see if there is a match between the objectives added in the learning tree and its knowledge.

Addition of suggestions

After describing the knowledge construction phase of the pedagogical process, the next section introduces the exploitation of this knowledge through the decision making engine for the selection of the most relevant suggestions.
6. Decision Making

After filling the learning tree with the various suggestions produced by the actors of our environment individually or collaboratively, the goal is to move to the second phase of the learning process and make a decision on these suggestions (learning activities) to determine whether they are relevant or not. The goal at the end is to facilitate the task for the teacher who created the first tree by displaying these suggestions divided into two groups: relevant and irrelevant (Figure 9). From that point, we enable the teacher to move to the third phase of the pedagogical process which is the validation of these suggestions through several options (acceptance, refusal, modification). In this section, we present the used dataset, the features of the various tree nodes, the performance measures and finally the experimental results.

The decision making mechanism is done using two well known supervised learning algorithms: MLP Neural Network and C4.5 decision tree. There are several reasons why we opted to use supervised learning:

- Our objective is to classify the suggestions into two classes which means it is classification oriented, which is, in the terminology of machine learning, is considered as an instance of supervised learning. [71] The corresponding unsupervised procedure is known as clustering [71] where try to find correlations that we are not interested in.
- In our case, the categories or classes are known in advance which are relevant and irrelevant. In unsupervised learning, they are not, and the learning process attempts to find appropriate categories.
- In the unsupervised learning, we are unable to generalize and to take a decision on a new unknown pattern which is very important in our case. In other words, using supervised learning, the learning algorithm will adapt itself with the training data (impossible in the unsupervised case) and will be able to take a decision on new unknown patterns.

Two popular classification algorithms with different logic and implementations are used: MLP which is a back propagation neural network and C4.5 decision tree which is an extension of the basic ID3 algorithm. The goal, at the end, is to compare these algorithms and to measure the performance of our approach on the same dataset using the accuracy, the recall, the precision and the F-measure which are standards performance measures in Information Retrieval and Machine Learning.

6.1. The Used Dataset

In order to simulate the environment and prove the foundation of the approach, the dataset used in the decision making process has to be very large with a high number of nodes in the learning tree and also a high number of actors (learners, smart objects, experts), otherwise, the results can't be satisfying using a dataset with a small number of patterns [72]. The Figure 10 shows a portion of the dataset containing a learning tree and three categories of actors.
irrelevant. (The data set is partially synthetic because the target column is generated with the human expertise that judges, process, and assigns the nodes already created in the first phase).

At the end, this generated dataset reflects the original data and is perfectly adapted to our case because there's a need of a high number of nodes and there's an issue in availability of representative data. In the future works, the original data will be used when the number of nodes of the environment will be enough in order to get a more clearer view on the results.

In the generated dataset, the total number of nodes in our environment is 9391 including: (1) the learning tree that contains 7891 nodes including 241 structural nodes (activity structure), e.g. node 9, and node 241... and also includes 7650 suggestion nodes (learning activity), e.g. node 242, node 7891... and (2) three categories of actors including 500 learners, 500 experts and 500 smart objects. The dataset was divided into training set, validation set and test set and the validation set was used to avoid over-fitting and the goal is to make a decision on the suggestion nodes (learning activity). The training set represents 70% of the data set and contains 5492 nodes, the validation set represents 15% and contains 876 nodes and the test set represents 15% and contains 876 nodes.

6.2. The Used Features

CLE is characterized by using several heterogeneous nodes: structure node, suggestion node and actor node. In this section, we propose for each type of node its various features. It should be noted that the features listed below does not represent an exhaustive list which means that the teacher or the pedagogue can propose other features if they consider that it is necessary. For this reason, we separated between the decision making engine and the features in the pedagogical layer of CLE (see Figure 1).

**Features of the suggestions**

In our vision of the environment, the suggestions or learning activities can belong to one of the following types: Text, video, image, link to a resource, mixed content, etc. In our dataset, we used only the text in order to demonstrate the foundation of our approach. Suggestions or learning activities are characterized by several features listed in the table below:

**Table 1. Features of suggestions**

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
<td>This type can be: 1- addition of activity (a suggestion with new information), 2- modification (a modification of a suggestion already in the learning tree) or 3- removal (If the user considers that an information is obsolete).</td>
</tr>
<tr>
<td>Reference</td>
<td>Reference where the actor got the information (the reference can be a smart object, a website, etc.)</td>
</tr>
<tr>
<td>Date reference</td>
<td>The date of reference is specified to know whether this suggestion is obsolete or not.</td>
</tr>
<tr>
<td>Words in title</td>
<td>Number of words in the title.</td>
</tr>
<tr>
<td>Words in text</td>
<td>Number of words in the text.</td>
</tr>
<tr>
<td>Different words</td>
<td>Number of different words in the text.</td>
</tr>
<tr>
<td>Characters</td>
<td>Number of characters in the text.</td>
</tr>
<tr>
<td>Paragraphs</td>
<td>Number of paragraphs in the text.</td>
</tr>
<tr>
<td>Sentences</td>
<td>Number of sentences in the text.</td>
</tr>
<tr>
<td>Hard words</td>
<td>Number of hard words (having three or more syllables).</td>
</tr>
</tbody>
</table>
| Lexical density| Lexical density is a readability test designed to see if a text is easy or difficult to read. \( \text{Lexical Density} = \frac{(\text{number of different words} \times \text{number of words})}{100} \)
| FOG Index     | The FOG index is another readability test. \( \text{FOG Index} = 0.4 \times \frac{(\text{number of words} \times \text{number of sentences}) + 100 \times (\text{number of hard words} \times \text{number of words})}{100} \) |
| TF-IDF        | This is a weighting method often used in information retrieval and in text mining. It is used to evaluate the importance of a term contained in a document in respect to a collection or corpus. In our case, the TF-IDF of the suggestion is calculated based on the proposed text (in the learning activity) and the objectives of the structure activity. |
| Indegree      | This is the number of links with the actor or actors who added that suggestion. For example, if one user added this suggestion, then the indegree is 1, and if it’s a group of three students, then the indegree is 3. |
| Outdegree     | This is the number of links with activity structure. For example, if an activity structure contains a suggestion, then the outdegree of this suggestion is 1. |
Features of the activity structure

According to the IMS-LD specification, each activity structure is characterized by a set of objectives. The features of these nodes are the indexes of the objectives keywords. The indegree and outdegree of the activity structure are also taken into account.

Features of the actors

The features of the actors are extracted from their profiles and are characterized by:

Table 2. Features of actors

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Role</td>
<td>The role of the actor is the type of each user: learner, expert, smart object, teacher ...</td>
</tr>
<tr>
<td>Age</td>
<td>Age of the actor.</td>
</tr>
<tr>
<td>Gender</td>
<td>Gender of the actor.</td>
</tr>
<tr>
<td>City</td>
<td>City of the actor.</td>
</tr>
<tr>
<td>Country</td>
<td>Country of the actor.</td>
</tr>
<tr>
<td>Educational degree</td>
<td>Last educational degree.</td>
</tr>
<tr>
<td>Rating degree</td>
<td>Rating of the last educational degree.</td>
</tr>
</tbody>
</table>
| Level of trust     | The level of trust of the actor is used to see if the actor is trustworthy. The level of trust has a value between 0 and 1 and is calculated by the following formula:
|                    | \[\text{Trust level} = \frac{\text{accepted suggestions of the actor}}{\text{all the suggestions of the actor}}.\] |
| Starting date      | Starting date of the smart object in the environment. |
| Type               | Type of smart object: Server, Video Recorder, PDA ... |

The features of the actors are heterogeneous since they have different profiles. For example, smart objects have the online publication date but not age, gender... The level of trust, meanwhile is generic for all the actors ... These features are retrieved from the nodes profiles of our environment and do not represent an exhaustive list.

6.3. Evaluation metrics

The evaluation of the approach relies on a set of performance measures used in Machine Learning and Information Retrieval. Let us consider this confusion matrix:

Table 3. Confusion Matrix

<table>
<thead>
<tr>
<th>Prediction</th>
<th>Relevant</th>
<th>Irrelevant</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Label</td>
<td>True Negative (TN) False Positive (FP)</td>
<td></td>
</tr>
<tr>
<td>Irrelevant</td>
<td>False Negative (FN) True Positive (TP)</td>
<td></td>
</tr>
</tbody>
</table>

- TN represents the number of relevant patterns that were correctly classified.
- FP represents the number of relevant patterns that were incorrectly classified as irrelevant.
- FN represents the number of irrelevant patterns that were incorrectly classified as relevant.
- TP represents the number of irrelevant patterns that were correctly classified.

The adopted measures are the Accuracy, the Precision, the Recall and the F-Measure. The formulas of these measures are listed below:

\[
\text{Accuracy} = \frac{TP + TN}{TP + FP + FN + TN}
\]

\[
\text{Precision} = \frac{TP}{TP + FP} \quad \text{Recall} = \frac{TP}{TP + FN}
\]

\[
F - \text{Measure} = 2 \cdot \frac{\text{Precision} \cdot \text{Recall}}{\text{Precision} + \text{Recall}}
\]

6.4. Experimental results

After constructing the dataset with its various features, we present in this section the results obtained using two well known algorithms that are MLP Neural Network and C4.5 Decision Tree. The reason why we selected these supervised learning algorithms is their possibility to generalize for unknown patterns afterwards. The inputs of each suggestions are constructed based on 3 parts. For each suggestion, we collect (1) the features of the proposal itself, (2) the features of the activity structure containing this suggestion and (3) the features of the actor who proposed. The Figure 11 shows the construction of the vector of each suggestion.
The table below shows the obtained results with the accuracy, the recall, the precision and the F-measure.

Table 4. Experimental Results

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Accuracy</th>
<th>Recall</th>
<th>Precision</th>
<th>F-Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP</td>
<td>80.05%</td>
<td>0.8020</td>
<td>0.8000</td>
<td>0.8010</td>
</tr>
<tr>
<td>C4.5</td>
<td>80.53%</td>
<td>0.7920</td>
<td>0.8140</td>
<td>0.8030</td>
</tr>
</tbody>
</table>

The MLP and C4.5 have been empirically evaluated on our dataset using WEKA [76] which is a machine learning software. From the table above, we see that the results are about the same performance on all measures. Through those experiments, we can use both the MLP neural network and the C4.5 decision tree to select the most relevant suggestions constructed by the actors in CLE which is the most crucial point in our environment.

7. Conclusion and Future Work

In this article, we presented our environment CLE, its functional architecture, its pedagogical approach and its main actors with a focus on the communication and collaboration between them. Then, we introduced the pedagogical process of CLE, its various stages. The decision making was discussed at the end by presenting the dataset, the features of the various nodes and the classification was performed using two well known supervised learning algorithms: The MLP and C4.5.

As a proof of concept, the implementation of the environment CLE was divided into several parts: (1) The first one is the definition of the profiles of all the users: (1.1) The IMS-LIP [77] specification was used to define the profiles of the learners as well as (1.2) other specific XML [78] files that were generated in order to define the profiles of the smart objects including the identification, the categories, the description, etc. [14]. (2) The second part is the IMS-LD specification that was used to schematise the learning trees which represent the courses workflow, the gathering all the implemented parts into the CLE environment and the design of the interactive user interface. Besides, (2) we're going to consider all the possibilities in order to increase the accuracy of the decision making mechanism.
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