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Abstract. The purpose of this study was to process Student Demographic Information 

using data mining analysis using decision tree technique. This study retrieved data from 

50 students with visual data attributes - verbal preferences, self-efficacy, gender, and 

interest. This study uses orange data mining to process data with decision tree technique. 

The study found that decision node as the best predictors are visual preferences, in which 

visuals had a 76% of 50 attributes. Female students had a 100% distribution as a visual 

preference, while male had 68.4% of the distribution as a  visual preference. The results 

found that the attributes that predictor were visual preferences. The decision tree gets the 

rule from the root node to the leaf nodes as many as four rules are R1, R2, R3, and R4. 
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1   Introduction 

Student demographic information can be valuable information if treated well. Student 

demographic information consists of domain-specific information (DSI) and domain-

independent information (DII). The DSI contains specific information such as students' level 

of knowledge, knowledge insight, and learning habits, while DII tends toward student learning 

objectives, cognitive abilities, motivations, preferences and student backgrounds [1]. It agrees 

with Esichaikul et al. (2011) stating that the demographic information of the students contains 

seminars on matters relating to student information such as behavior, learning levels and other 

information [2]. Student information data is an attribute of gender, the result of initial ability 

level assessment and learning preference [3]. One method to process demographic data 

information of students is data mining classification with decision tree technique. 

A decision tree is a data mining technique that uses supervised learning for object 

classification. The decision tree divides data into multiple sets based on input variables in the 

form of a tree structure hierarchical. A decision tree is a statistical tool for classification, 

interpretation [4], and the best choice [5]. The decision tree involves the collection of 

data/variables, classification, and analysis of data/variables that aim to predict outcomes. The 

classification of the data on the decision tree consists of two phases: 1) Grouping of 

data/variables in the form of classification patterns/rules as a classification model; 2) Use of 

classification models and test data to estimate the accuracy of classification patterns [6]. 

 



 

 

 

 

2   Methodology 
Demographic information of students processed by decision tree technique in this study is 

visual-verbal preferences, self-efficacy, gender, and interest. The decision tree technique 

establishes a classification in the form of a tree based on the information already collected. 

The decision tree technique breaks the data continuously into smaller sets until it obtains the 

final result of decision nodes and leaf nodes. The data in this study consists of 50 student, 

where each data has different demographic information, shown in Figure 1. The algorithm for 

constructing the decision tree is ID3 developed by J. R. Quinlan (1986) [7]. ID3 consists of 

two processes: entropy and information gain. Entropy is the top-down decision tree building 

process by calculating the homogeneity of the sample which is then derived from the 

information gain after attributes divide the dataset. This study uses Orange software to classify 

data Mining classification with Decision Tree. Figure 1 shows data of the data mining 

classification consists of four attributes: visual-verbal preferences, self efficacy, gender and 

interest in image objects. Visual-verbal attribute preferences have two class: visual and verbal. 

Visual-verbal measurement preferences use visual-verbal questionnaire (VVQ) developed by 

Richarson (1988) and Kirby (1988) [3], [8], [9]. The self-efficacy attribute has two class: high 

and low. Measurement of self efficacy level using self-efficacy questionnaire developed by 

Bandura (2005) [10]. The gender attribute has two class: male and female. Attributes of 

interest, especially in the interest of the object image has two class of interest in image object 

and no interest in image object. 

 

 
Fig. 1. Student Demographic Information 

 

Data in data mining is an instance that has attributes and classes. The attribute is a 

description that belongs to the data, while the class is the status of the instance or the 



 

 

 

 

conclusion of each data. Classification analyzes a set of training data and builds a model on 

each class. The classification phase in data mining consists of Classification model 

development, model implementation, and evaluation. Model development can be seen in the 

following models: 

 
If (preferences=visual) then Interest in image=Yes 

Else If (preferences=verbal) 

If (self efficacy=high) then Interest in image=No 

Else If (self efficacy=low) Interest in image=Yes 

 

 

The classification model if written in the flowchart as follows: 

 

 

Preferences = Visual

Interest in Image Object = Yes

Self Efficacy=High

Interest in Image Object = No

Interest in Image = Yes
No Yes

Yes No

 
Fig. 2. Flowchart of Classification Model 

 

Figure 2 shows the flowchart of the classification model used. The state of the 

classification rule indicates that if a person has a visual preference, then he/she has an interest 

in the image object. If someone has a non-visual preference (verbal preferences), then he/she 

will get a further test in the form of self-efficacy level validation. If a person has a high degree 

of self-efficacy, then he/she has an interest in the image object. If a person has a low self-

efficacy, then he/she has no interest in the image object.  

Student data information as input data is analyzed based on decision tree analysis. The 

decision tree analysis incorporates data on the classification model. Then the result of the 

selected classification model as the subset data is grouped into several sets, as shown in Figure 

3. 



 

 

 

 

 
Fig. 3. The framework of Decision Tree with Orange Data Mining 

 

Figure 3 shows student demographic student acting as input data. Decision tree analysis 

takes input data and forms a classification model in the decision tree. The classification model 

selects attribute data and inserts the data in pre-established models. The decision tree output 

shows a hierarchy containing attribute data and one of the attributes that act as a predictor. 

 

3   Results and Discussion 
 The study found that decision node as the best predictors are visual preferences 

where visuals had 76% distribution or 38 data of 50 data. Female students had 100% 

distribution as visual preferences, while male had 68.4% distribution as visual preferences (26 

of 38 data, 12 data as verbal preferences), as shown in Figure 4. 

 

 
Fig. 4. The Decision Tree of study 

 

  



 

 

 

 

Figure 4 shows the representation that maps the set of attributes to a predefined class of visual 

preferences as predictors. Visual preferences are divided into two categories: visual 

preferences in male and visual preferences in the female, and then related with interest 

attributes (interest in image object and no interest in image object) and self-efficacy attributes 

(high and low). 

 Data classification has the distribution of dominant data on visual preferences compared 

to verbal preferences. The scatter plot shows the tendency of attribute data preference, self-

efficacy, and interest in the image, as shown in Figure 5. 

 

 
 

Fig. 5. Scatter plot of demographic information 

 

Figure 5 helps identify measurable relationships between two sets of visual-verbal preferences 

and interest in object attributes. The visual preferences attribute shows that there is no 

significant difference between the attributes of interest in high and low self-efficacy. In the 

verbal attribute preferences have a little data distribution so that verbal not become predictor. 

 

The decision rule on the decision tree gets the rule set from the root node to the leaf node as 

follows: 

 

R1: IF (Gender = Female) THEN (Visual) 

R2: IF (Gender = Male) THEN Interest in the image object 

R3: IF (Gender = Male) AND (No Interest in image object) THEN Self Efficacy=High 

R4: IF (Gender = Male) AND (No Interest in image object) THEN Self Efficacy=Low 

 

 

 

 



 

 

 

 

4   Conclusion 

Focus on this study is data processing by using data mining classification with a decision tree. 

The study gets the result that the attributes that become predictor are visual preferences. There 

are several decision rules as the data classification. 
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