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Abstract 

Recently, everyday large amount of data continuously is generating from different sources such as social medias, social 

networks, Internet of things(IoT) devices, online games, healthcare data, and etc. This provide various challenges and 

opportunities for different businesses and sectors. Apart from challenges, shortage of storages and processing facilities, lack 

of management platforms to handle such a great volume of data, security and privacy issues, and to name but a few. On the 

other hand, analysing these data which is called “Big Data” could provide new insight into better understanding the hidden 

patterns. Big Data technologies and tools would be the appropriate solution to provide data scalability, availability and solve 

the problem of variety, volume and velocity(3Vs) of data. Twitter is a microblogging website which has been popular amount 

people to share their thought and idea between other users. Analysing such a valuable data, we are able to find out people’s 

opinion about particular issue. Mining customer opinions from their tweets could help to find strengths and weaknesses 

about a company’s products and services, features, and businesses. There are a number of studies in the respect of twitter 

sentiment analysis and opinion mining. However, the number of tweets have been used were small, and in term of using 

such a data in practice, the research are rare.  In this paper, we first briefly demonstrate the reason why big data technologies 

need to be adopted, and then by giving an example, we presented different steps require to collect, store, process and analyse 

twitter data in large scale using different big data platforms and software. 
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1. Introduction

Information technology play an increasingly role in 

advancing progress and productivity of all sectors of 

economic, human development and allow development in 

different region being rapidly introduced more efficiently 

and quickly. Recently, information and data has been 

growing exponentially due to the popularity of internet 

services and technologies. There are tons of data created in 

many areas every seconds, such as the internet of 

things(IoT) technologies, bank and stock transactions, 

social media and networks, to name but a few[1]. Apart 

from the amount of generated data, variety and velocity of 

data have also been increased dramatically. Data could be 

both structured and unstructured, in databases or in real-

time format. “Big Data” is the term which indicate the 

collection of data that has all mentioned characteristics. 

These challenges needed to be covered by state-of-art-

technology in single platform. The traditional 

technologies(hardware ,software) and methods are 

outdated and they could not be collected, processed, stored 

and analyzed the data, therefore, many advanced methods 

and technologies have appeared in order to promote 

availability, reliability and performance[2]. Apache 

Hadoop[3] is one of popular open-source frameworks 

which has been widely employed in both industries and 

academic research. It takes advantage of storage and 

processing part called Hadoop Distributed File System 

(HDFS) and MapReduce programming model 

respectively. 

As it mentioned before, social medias and networks are 

one of the main reason data and information explosion 
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areas. previously, people communication was in small 

scale and the spread of information limited into small 

circles. However, nowadays, by development the Internet 

technologies, social network has been converted into the 

place people share almost every information, including 

sharing posts, uploading pictures, videos, and their 

emotions. Extracting and interpreting information from 

data generated by social network users is a popular topic in 

the scientific community and in the business world. 

Undoubtedly, nowadays social networks make a huge 

contribution to our social and economic life. They play an 

important role in different areas such as job opportunities, 

trade in many goods and services. They also determine 

which diseases are expanding, product qualities, education 

reasons, vote, And the probability of our professional 

success is very important, to name but a few. 

Todays, microblogging tools are very popular 

communication among Internet users. Everyday millions of 

messages are exchanged on popular websites that offer 

messaging services, such as Twitter and Facebook. 

Generally, these types of social networks have been used 

to send and receive their message, express their ideas, and 

share people thoughts. Twitter is particularly easy to access 

and could cover a wide range of people thoughts and 

topics[4]. Although there are many challenges to classify 

topics due to the limited size of messages, text mining 

issues, massive amounts of data, processing challenges, 

and privacy issue, analysing such a data could help 

different sectors to identify public ideas about specific 

topic.[5] Over the past few years, there has been a 

fundamental change in the data storage, management and 

processing of data. Companies could collect more 

information from more sources in more and more diverse 

formats. Producer companies and factory owners are 

interested in knowing their customers’ point of view 

regarding their products, in this case, they are able to 

customize products and services according to customer 

needs and expectations. In recent years, organizations, 

industries and academic institutes have been investigating 

new ways to take advantage of data that in the past, due to 

hardware and software weakness and Implementation 

costs. Apart from costs, processing data is still one of the 

fundamental challenge to generate useful information for 

everyday business operations. 

From all social network, twitter has converted into one 

of the eye catching platforms to share and communicate 

with people around the world. People tweet about different 

issues on news, brands, politic, and etc. Tweet length has 

limitation about 140 characters which makes it easy to 

share[6]. By publishing tweets, people express their 

feelings and opinion about different things, such as agree 

or disagree, satisfaction or dissatisfaction, their 

interpretation of various topics or events, positive or 

negative feeling. These source of data is definitely a great 

opportunity for businesses and academic institutions to do 

investigation on people thought. Correlation between 

public opinions and the stock price was the matter which 

has been discussed for decade. Obviously, customers’ 

behaviour could have a remarkable impact on a business. 

Customer behaviour prediction would help businesses to 

improve their quality, and increase the number of 

customers[7]. However, due to the shortage of benchmarks 

and lack of computation requirement, research on this field 

was impossible. For many opinion mining algorithms, 

sequential techniques were implemented. Message Passing 

Interface (MPI) is a traditional parallel method which was 

lack of scalability and ease of use. MapReduce processing 

method could be a good choice for Big Data solution. 

In this paper, we demonstrate how big data technology 

could improve data reliability, availability, Scalability, 

Economic, and Flexibility[8]. Using such an advantages we 

are able to analyse a massive amount of Twitter data, as 

well as gaining valuable insights through comprehensive 

data analysis. Twitter provides an application 

programming interface (API) in order to provide access to 

its data[9]. Twitter keys and access tokens would be set on 

Apache Flume[10] which is a distributed, reliable, and 

accessible service for collecting and transferring large 

amounts of logon data in order to collect huge amount of 

twitter data. Collected data need to be process and to do 

that, Apache Hadoop[11] is one of the fundamental 

platform in this area, which provides advanced storage 

place, and parallel processing technique to enhance big 

data analysis. Finally, Apache Hive[12] is warehouse tool 

facilitates easy access, extract, and managing large datasets 

that in this work allow us to summarize, analyse and filter 

large amount of twitter data. By providing this research 

study we practically demonstrate how businesses would be 

able to use big data technologies and twitter data in large 

scale to identify their customers’ thought about their 

products and services.  

2. Related Work

Recently, sentiment analysis or opinion mining is 

employed to identify the public opinion about people 

thought. It is one of the most popular trends in the data 

science world, and many research work conducted in this 

area. it is a kind of natural language processing(NLP) for 

identify the mood of the people about a particular 

issue[13]. Traditionally, blog posts and contents on the 

website have been used as a raw data.  However, 

Microblogging is a new and fast trend on the Internet which 

allow users to send their idea or information on the Internet 

at moments. Therefore, microblogging platforms such as 

Twitter are a great place to understand the personal 

thoughts.  

Pang et al.[14] was first one who start exploring the 

different challenges in sentiment analysis such as sentiment 

classification, polarity determination, and summarization. 

In 2003, Hillard et al.[15] used opinion mining for 

agreement detection and after a year Hue and Liu employed 

this technique in product reviews. González-Ibánez et 

al.[16] in 2011 and Liebrecht et al. in 2013 used opinion 

mining in sarcasm sentiment analysis[17]. Go et al.[18] 

designed machine learning algorithms(Naive Bayes, 
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Maximum Entropy, and SVM) to automatically classify 

twitter data. O'Leary et al.[19] reviewed various ways they 

could collect opinion, data, and sentiment from blogs and 

then explore the relationship between information. 

There are a plenty of research works have been done in 

the area of “Sentiment analysis”. In popular “Thumbs up 

or thumbs down?” article, P.D. Turney firstly discussed 

about two categories of positive and negative classes. The 

phrases which contain adverbs and adjectives are classified 

using unsupervised learning algorithm and named “thumbs 

up” or “thumbs down”[20]. In 2012, CL Liu and et al.[21] 

designed a movie-rating and review-summarization 

system. They used sentiment-classification accuracy and 

system response time in order to rate movies’ information. 

By doing this, they provide movie reviews descriptions for 

each single movie. Using latent semantic analysis (LSA) 

approach, they were able to identify product features and 

decrease the size of summary. This method could be also 

used, improved and extended to other product-review 

fields. R.Liu and et al.[22] designed a novel sentiment 

classification method and they implemented the case on the 

Chinese documents. In order to extract the sentiment 

features, they pre-processed the documents and then 

measure the polarity of each words using a sentiment word 

dictionary. And finally, the total polarity of the document 

measured based on BaseLine and support vector machines 

(SVM) algorithm. Using latent semantic analysis (LSA) 

and cosine similarity, Lakshmi Ramachandran and Edward 

F. Gehringer[23] calculated the quality of a review. By

utilizing this techniques, they classified comments

according their quality and tone. Mostafa Karamibekr and

Ali A. Ghorbani[24] proposed a new approach based on

verb as the core element and opinion term for sentiment

classification of reviews and comments belonging to the

social network. The main contribution of[25] is that it

applied unsupervised algorithm for domain independent

feature specific sentiment analysis. The author first

identified the features and then determine the polarity

based on that. They employed SentiWordNet 3.0 lexical

resource in order to identify the polarity which proved to

be an important lexical resource.

In [26] a new framework was designed that identify

customer opinion about different products based on their

sentiments. They used 3 classification algorithms namely

Naïve Bayes Algorithm, Maximum Entropy Classifier and

SVM (Support Vector Machine) to measure their

performance. Deng and et al.[27] propose a new technique

to use present sentiment lexicons for domain-specific

sentiment classification. They proposed a method in order

to solve the challenges in content and language domain.

They measured their technique using two large developing

corpora related to the stock market and political topics, and

five sentiment lexicons as seeds and baselines. Based on

their results, the framework could collect content in social

network and analyse real-time reflection of tourism

services effectively.

There are number of articles[28-31] published in twitter 

sentiment analysis using big data technologies and tools. In 

following sections, different steps to collect, preprocess 

and analyze twitter data using state-of-art technologies will 

be discussed. The recent twitter machine learning and date 

analysis techniques were not capable to deal with such a 

large amount of data. The storage, processing, and 

analyzing requirements has risen far beyond current 

hardware, software and methods for Big Data. In this work, 

we show how to identify and perform opinion mining on 

Twitter data using Big Data techniques and technologies, 

and then we extract the knowledge to find out people point 

of view about 4 popular laptop brands. 

3. What, Why, and When we should use
big data technologies

The volume data generated in the world is staggering every 

day, more and more people and companies realize the 

importance of data and take advantage of it to make 

strategic decisions. The increasing number of social media 

and network, and internet of things technologies, has fueled 

it even more. The rate of data growth as well as the variety 

and velocity of data is increasing considerably, analysing 

such invaluable information could be a key for competing 

businesses. The capability of analysing this amount of data 

would bring a new era of productivity growth, 

performance, innovation, consumer surplus, and economic 

expansion. Generally, big data refer to a collection of very 

large and complex sets of data that it becomes difficult to 

store and process with utilizing traditional databases and 

processing tools[32]. Moreover, the challenges include the 

areas of collecting, aggregating, curation, storage, index, 

search, sharing, management, security, transfer, analysis, 

and visualization of data. 

4. Methodology

4.1. Data Collection 

 we tried to design a method that can be employed for 

tracking people attitude of a particular product found on 

Twitter. In this research work we collect tweets from a 

specific company and filter all the tweets based on the 

information we mentioned in apache flume configuration. 

In order to collect real-time data from twitter, Twitter 

Streaming API was utilized which provide developers 

lower access to entire data. Apart from technology we are 

using the data which receive in JSON format. Using 

Twitter4j library make twitter source capable to access 

streaming API.  Once passed the API permissions and 

connected to the Streaming API, tweets will continuously 

flow to the system with long connection. Tweets are 

processed in batches utilizing memory channel that could 

be managed to transfer a constant number of tweets. HDFS 

Sink writes bunch of events(tweets) to a preconfigured 

location (in our case HDFS). Automatically tweets send 

from the API to HDFS, without our manual Interference 
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and supervision. Apache flume is a reliable and distributed 

tool for collecting, aggregating and moving large amounts 

of log-data from different sources. The apache flume major 

components are source, memory channel and the sink. As 

we mentioned before, tweets are filtered with the keywords 

which indicate in flume configuration file. Only English 

tweets are accepted by system configuration. 

Figure 1. Flume Components 

4.2. Data Processing 

Collected tweets need to be transferred to the apache hive 

in order to be analysed. To do that, first apache Hadoop and 

Hive are briefly explained: 

4.2.1 Apache Hadoop 
Hadoop is an open source platform managed by the Apache 

Software Foundation for processing and storing large 

amount of datasets over clusters. Hadoop is the most 

widely recognized platform which is able to handle 

enormous and complex data which might be structured, 

unstructured or semi-structured in efficient way. Using its 

software libraries, we could process large data sets across 

clusters of computers using simple programming models. 

Twitter data could be classified into the category of “semi-

structured” data. Obviously, Apache Hadoop could be the 

best option for storing and analysing such a data. Hadoop 

consist of two most important components that are the 

foundation to Hadoop framework: 

(i) Hadoop Distributed File System(HDFS): HDFS is a

Java-based, distributed file system designed to run on

commodity hardware and provides scalable and

reliable data storage. It is highly fault tolerant and has

a high throughput access to application.

(ii) MapReduce: MapReduce is a programming model

introduced by Google to assist parallel computing on

large datasets. As it is clear from its name, it contain

two major functions: Map() and Reduce(). The

JobTacker which is a software daemon of jobs in

mapreduce, initiates the jobs in the data nodes where

the TaskTracker daemon resides. When the simple

program run in Hadoop, MapReduce needs several

stages(based on program complexity and amount of

data) leading to cumbersome codes.

4.2.2 Apache Hive 
Apache hive is a data warehouse system built on top of 

Hadoop enables data query, summarization and analysing 

data. HiveQL is a query language to query distributed data 

using MapReduce job on Hadoop. After storing the data 

into HDFS, they need to be analysed by appropriate 

application which capable to handle such a data. Apache 

Hive provide everything we require to manage and analyse 

large datasets in multiple clusters. Since the stored tweets 

are in JSON format, we need a library to give us this 

capability to first convert nested JSON data and then load 

them into Hive table. When the data loaded into the table, 

they should be cleaned. To do that, we first require to 

specify which fields(columns) of table are necessary for 

our analysis. There is a lot of information in a simple tweet, 

however, in this work, twitter ID, text, and location fields 

are split and then “NULL” or blank record should be 

removed from the table. By doing this, almost 60% of data 

might be cleaned as the missing data in twitter specially 

location tag is huge. 

4.3 Data Analysing 

As the tweets are very short (only about 140 characters) 

and usually contain symbols, emoticons, hashtags and 

other specific term, performing Twitter sentiment analysis 

is more complicated than doing it for review on large texts. 

Figure 2. Data transformation and filtering in different stages 
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Twitter provides API that allows programmers to access 

one percent (1%) of tweets based on a distinct 

keyword[33]. Later the tweets are classified as positive and 

negative according the polarities of their words. To do that, 

all twitter text should be split and then join with table of 

dictionary which is a list of English words (contains 2477 

words and phrases) rated for valence with an integer 

number (represent the rate of each word) between minus 

five (negative) and plus five (positive). As a result, new 

table are created which contains Twitter ID, words and 

their rate number. 

In the following, the average tweet’s rates are measured 

in a new table. All these queries and analytics are done 

using apache hive and more clearly employing Mapreduce 

function. At the final phase, tweets rated and it is clear 

which one of them has a positive or negative opinion about 

a particular topic. If they are positive, how much positive 

and if a tweet has a negative rate, how much negative. In 

the following example, people opinion about 4 popular 

laptop brands namely HP, Apple, Dell, Lenovo are 

collected and then we measure tweets rate with 

aforementioned method. Apart from their rate, tweet’s 

location is very critical in our study, since in the new step, 

they are classified all twitter data using this field. 

5. Using the Method in Real World

The pie chart shows the percentage of tweets sent by 

individuals around the world about a specific topic in April 

2018. As it is clear from the chart, people from the Arizona 

by 32% of total tweets sent a great portion of tweets about 

the quality of laptop brands. People from Eastern time (US 

& Canada) and Central time (US & Canada) by 25% and 

19% tweets respectively, placed in a second and third 

position of total tweets. 

Figure 3. Percentage of Tweets in Each Region 

The rest of the locations have a small portion of total 

tweets regarding the keywords mentioned in Apache Flume 

config file. 

It can be seen from table-1 that people who are from 8 

cities sent their tweets about 4 popular laptop brands. The 

number of tweets for each area shows twitter users in 

Pacific Time (US & Canada) region sent almost 50% of 

total tweets. HP and Apple average rate shows the users 

have a positive feeling about these products in this region. 

However, it seems twitter users in Pacific Time (US & 

Canada) have a negative attitude towards Dell brand. 

Generally, Apple average rate in all regions are positive 

and in contrast 6 out of 8 areas have a negative opinion 

about Dell laptop brand. As it can be seen from the chart, 

dell users in London have a most negative tweets, and vice 

versa, users of the Dell products in Jakarta have shown the 

least interest in this brand. 

6. Advance model

There are some alternative technologies which could 

improve the performance of fetching and analysing the 

twitter data such as Apache Kafka, Cassandra, Spark 

4%
5%

19%
25%

8%

1%

1%

2%

32%
3%

Arizona
Atlantic Time (Canada)
Central Time (US & Canada)
Eastern Time (US & Canada)

Table 1. People opinion about 4 laptop brands in 8 cities 
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Streaming, and Zookeeper. In this part of the article, the 

propose architecture for the tools has been explained. After 

generating the twitter API account and set the keys, 

twitter4j java library provides access to the Twitter API by 

utilizing the oAuth tokens. There are some reasons why 

apache Kafka uses Zookeeper, but generally, it acts like a 

coordination interface among Kafka brokers and 

consumers. After installing both packages(Zookeeper and 

Kafka) Zookeeper server need to be started before Kafka 

server. Apache spark allows to process real-time streaming 

data, when the data deliver to spark, tweets convert into 

resilient distributed dataset (RDD) which is partitioned 

collection of records. Then different operations could 

perform on RDDs such as MapReduce, group by, filter, 

count, and take etc. Apart from visualization, a web 

application in node.js technologies, and scalable and highly 

available NoSQL database like apache Cassandra would be 

a good option for storing data. 

7. Conclusion

Users opinion in social network about products and 

services could help businesses to promote their quality of 

these products and find their weaknesses in users point of 

view. According the volume, variety, and velocity of 

generated data, using new tools and technologies for 

storing, processing, and analysing data, would be essential. 

In this project, a huge amount of tweets from four well-

known brands of laptops using the great data technologies 

such as Apache Hadoop, Apache Hive, Apache Flume was 

analysed. According to the analysis, Apple with huge 

difference, is the most popular laptop brand among users 

and Dell brand has a mere popularity among users of the 

Twitter community in eight of the world's geographic 

areas. Using these data, marketers can identify and improve 

the strengths and identify weaknesses of their products 

around the world. 
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