Abstract

Quality of Experience (QoE) drives churn in the broadband networks industry, and good QoE plays a large part in the retention of customers. QoE is known to be affected by the Quality of Service (QoS) factors packet loss probability (PLP), delay and delay jitter caused by the network. Earlier results have shown that the relationship between these QoS factors and QoE is non-linear, and may vary from application to application. We use the network emulator Netem as the basis for experimentation, and evaluate how QoE varies as we change the emulated QoS metrics. Focusing on Video On Demand we discovered that the reported QoE may differ widely for users of different age groups, and that the most demanding age group (the youngest) can require an order of magnitude lower PLP to achieve the same QoE than is required by the most widely studied age group of users. We then used a bottleneck TCP model to evaluate the capacity cost of achieving an order of magnitude decrease in PLP, and found it be (almost always) a 3-fold increase in link capacity that was required.
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1. Introduction

This is the body text with no indent. In this paper we report research with 2 main aims. The first aim was to use a network emulator Netem [1] to run experiments evaluating the relationships between QoS metrics packet loss probability (PLP) and the user-perceived Quality of Experience (QoE) for video on demand (VoD). The second aim was to include in our experimentation widely different age groups of users, and then to try to evaluate the capacity cost of meeting the QoS parameters demanded by the most critical of these tested users.

Earlier work on QoE across different age groups has been quite limited. Some published work on QoE in schools, [2], has studied QoE across age groups. Otherwise a survey of Global broadband networking by consultants Ovum (2016) concluded that “...Younger people tend to be heavier and more demanding users, meaning that their usage is higher and expectations greater” [3]. Also, a report to the UK Government’s Office of the communications regulator in the UK (OfCom) concluded that “… the scores are comparable across the different age groups, although the oldest participants had a tendency to score higher and the youngest to score lower…”, [4].
Both these (Ovum and OfCom) reports support the basis of our studies examining QoE across age groups, and its effect on the underlying networks. We believe that earlier work in the literature has not focused enough on age varying QoE. For example, a recent (2016) PhD thesis states of its experimental subjects in a study of QoE “In this study, a total of 43 subjects participated in subjective tests. The mean age of participants was 24.5 years, the maximum age was 32 years and minimum age was 21 years.” [5].

We report that the perceived QoE can differ widely for users of different age groups. Inter alia this means that the most demanding age group (the youngest) requires (at the critical Service Level guaranteed PLP of 0.001) an order of magnitude lower packet loss probability to achieve the same QoE. We then go on to apply the results of using a known relationship between PLP and network capacity to provide insight into the potential cost of re-dimensioning a network to probabilistically guarantee the lower of the two PLPs. The lower PLP is the one associated with the higher network capacity required to probabilistically assure the lower PLP.

1.1. Network Experiments

The results of our experiments were recorded as a MOS score, see figure 1. It is well known that these MOS scores vary depending on the protocols, applications and transport layer protocol being used. We used the network emulator Netem to run experiments evaluating the relationships between PLP and the user-perception metric QoE for VoD. We ensured that 1) Netem was configured such that packet ordering is maintained to ensure we emulate the normal operation of a commercial broadband packet network; 2) we included in our studies a full range of age groups – experimentation over different age groups has been largely absent in earlier work mapping QoS metrics to QoE. The Linux Foundation, [6], states that "Netem provides Network Emulation functionality for testing protocols by emulating the properties of wide area networks. The current version emulates variable delay, loss, duplication and re-ordering.". Typically, the delay in a network is not uniform, and Netem provides both the Normal and Pareto distribution to describe the distribution of delay, as well as providing the facility to add +/- ‘t’ milliseconds added to each packet arrival time model as a simple delay jitter model.

Netem also allows the user to build an arbitrary distribution [7]. In general our experimentation implemented the model outlined in [8], [9].

We equipped our experimental testbed with a host device computer with two Ethernet ports, enabling us to conduct all the experimentation required. This device was connected to a laptop running VLC; the laptop received the video stream, processed and displayed it. The two devices were connected via a CAT 5E Ethernet cable. We used the operating system LINUX Ubuntu, which had Netem already pre-installed and ready for use. Netem’s scheduler default reorders the packets when jitter is added, which creates a queuing discipline which acts rather like a datagram network. To emulate a more realistic commercial broadband network we changed the Netem default to PFIFO [10]. PFIFO does not re-order packets when delay jitter is added.

<table>
<thead>
<tr>
<th>MOS</th>
<th>Quality</th>
<th>Impairment</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>excellent</td>
<td>imperceptible</td>
</tr>
<tr>
<td>4</td>
<td>good</td>
<td>perceptible but not annoying</td>
</tr>
<tr>
<td>3</td>
<td>fair</td>
<td>slightly annoying</td>
</tr>
<tr>
<td>2</td>
<td>poor</td>
<td>annoying</td>
</tr>
<tr>
<td>1</td>
<td>bad</td>
<td>very annoying</td>
</tr>
</tbody>
</table>

Figure 1. The MOS Scale

We recorded MOS scores from participants over different age groups: 10 – 18 years, 19 – 30 years, 31 – 45 years, 46 – 65 years, and over 65 years old. The same video with the same range of added packet loss was shown to all the participants. Having collected the opinion of different people in the same age group, an average was then calculated to form the MOS for that certain age group. In general there was little observed difference in MOS scores over the ranges of participants, except for the youngest group.

The literature, e.g. [11], [12] and [13] suggests the age group 19-30 is much better represented in earlier work mapping QoE/MOS to QoS metrics. This is the age group that contains most PhD students and post-docs, so most published QoE/MOS to QoS mapping the results will have tended to be biased towards this group, and will have necessarily excluded the group of slightly younger users who make up a considerable proportion of heavy users of broadband networks (as noted earlier). These younger users are potentially of considerable interest to network and service providers.

The results of fitting MOS results for two key groups of experimental subjects are summarized in equations (1) and (2). (1) gives the MOS formula for subjects in the age group 19-30, the most commonly studied age group, while (2) gives the MOS formula for the most demanding age group (10 to 18 year olds).

\[ MOS_{19-30} = 1.788 \cdot e^{10.05PLP} + e^{0.1239PLP} \] (1)

For (1) the goodness of fit measures were:

SSE: 0.00094
R-Square: 0.9999
RMSE: 0.03066
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For (2) the goodness of fit measures were:
SSE: 0.001797
R-Square: 0.9975
RMSE: 0.1341

The standard, guaranteed PLP value for most commercial broadband networks is PLP = 0.001, e.g. see: ITU Rec. Y.1541, also industry technical standards [14], section 3 of [15], and BTnet Service Level Agreement, [16]. At PLP=0.001 the results for the two age groups as given in (1) and (2) are MOS=4 and MOS=3. Our results showed that to achieve MOS=4 for the more demanding age group requires an order of magnitude improvement in PLP, i.e. from 0.001 (0.1%) to 0.0001 (0.01%).

We now look at the possible consequences of this requirement to lower PLP on the dimensioning of network capacity, an issue of growing importance as the “...explosive growth of Over-the-top (OTT) online video strains capacity of operators' networks, which severely threatens video quality perceived by end users.”, [17]. We choose to focus here on network capacity dimensioning not because it is the only way in which these results are of significance, but because network capacity dimensioning is possibly the fundamental network engineering challenge (and has been since the work of A.K.Erlang).

2. Analysis of Effect of Age Related MOS Disparity on Capacity Dimensioning

In [18] the formula reproduced below as (3) was derived for multiplexed TCP sources through a bottleneck link. The use of a bottleneck network topology structure is quite traditional in performance evaluation studies in networking, and it is widely used now, e.g. see [19], and we adopt this topological structure here.

\[
PLP = \frac{32 \cdot N^2}{3 \cdot b \cdot (m+1)^2 (RTT \cdot C + Q)^2}
\] (3)

\(m\) = factor by which TCP sending rate is reduced on loss (usually \(\frac{1}{2}\))
\(b\) = number packets acknowledged by an ACK packet, usually 1
\(RTT\) = round trip time in seconds
\(Q\) = buffer length in packets
\(C\) = bottleneck capacity in packets per second

(3) relates network bottleneck capacity, \(C\), to the number of TCP sources, \(N\), the round-trip-time, \(RTT\), and the required PLP. We now use (3) to deduce the required increase in capacity that would be needed to reduce the PLP by a single order of magnitude, as required by the most demanding group of network users. We do this for a range of RTT’s and capacity values at the bottleneck link. Define:

\[
PLP_{low} = \text{packet loss probability low, i.e. achieved when capacity is the higher value}
\]
\[
PLP_{high} = \text{packet loss probability high, i.e. achieved when capacity is the lower value}
\]
\(C_{low/PLP}\) = the higher capacity value, i.e. the capacity that gives the lower packet loss probability
\(C\) = the original (lower) capacity value, i.e. the capacity that gives the original (higher) packet loss probability

Thus:

\[
PLP_{low} = \frac{32 \cdot N^2}{3 \cdot b \cdot (m+1)^2 (RTT \cdot C_{low/PLP} + Q)^2}
\] (4)

\[
PLP_{high} = \frac{32 \cdot N^2}{3 \cdot b \cdot (m+1)^2 (RTT \cdot C + Q)^2}
\] (5)

Dividing (5) by (4) gives:

\[
10 = \left(\frac{RTT \cdot C_{low/PLP} + Q}{RTT \cdot C + Q}\right)^2
\] (6)

We assume the original value of \(C\) is known, as it will be the capacity value that was dimensioned into the network to ensure the QoE of the majority of users. We now seek to determine the proportional increase in \(C\) needed to achieve a one order of magnitude improvement in PLP, as required by the most QoE-demanding users (the youngest group of users).

Rearranging (6) by taking logs yields:

\[
\log(10) = 1
\]

\[
= 2 \log(RTT \cdot C_{low/PLP} + Q) - 2 \log(RTT \cdot C + Q)
\] (7)

\[
1 + 2 \log(RTT \cdot C + Q) = 2 \log(RTT \cdot C_{low/PLP} + Q)
\] (8)

\[
10^{(1+2 \log(RTT \cdot C + Q))/2} = RTT \cdot C_{low/PLP} + Q
\] (9)

\[
C_{low/PLP} = (10^{(1+2 \log(RTT \cdot C + Q))/2} - Q) / RTT
\] (10)

Then the factor by which the capacity needs to be increased is found as:

\[
\text{factor of capacity increase needed} = C_{low/PLP} / C
\]

3. Results
Figure 2 and Figure 3 give results for a very large bottleneck capacity: 1Gbps. Both Figure 2 and 3 shows the ratio of the increased capacity for the lower PLP divided by the original capacity, C (i.e. the “factor of capacity increase needed”) plotted against the RTT for a range of RTT values increasing from 1 millisecond to 10 seconds. We choose to look at such a large range of RTT as the actual existence of such a very wide range of RTT is supported by prior empirical studies in TCP RTTs [20]. Figure 2 is for a bottleneck queue size of 1000 packets, using guidelines in [21]. It is clear that the capacity increase required very quickly converges on a value just in excess of 3.

Figure 1. Capacity increase factor for C = 1GB and Q = 1000

Figure 3 affirms this level of required capacity increase (just in excess of 3) even when the bottleneck buffer capacity is increased 10-fold.

Figure 2. Capacity increase factor for C = 1GB and Q = 1000

Figure 3. Capacity increase factor for C = 1Gbps and Q=10000

Figure 4. Capacity increase factor for C = 20Mbps and Q=1000

Figure 5. Capacity increase factor for C = 512kbps and Q=1000
Figure 6. Capacity increase factor for C = 512kbps and Q=10000

Figure 4 shows the capacity increase factor for a 20Mbps bottleneck link, i.e. one that consist of 20 x E1 links [22]. This factor is again just larger than 3 for all RTT values that are not very small (i.e. are larger than 10ms). Figure 5 repeats for a much smaller bottleneck link capacity of 512kbps. We here see that the RTT has a much stronger effect, and the required capacity increase doesn’t reach around a factor of 3 until the RTT has reached around 100 milliseconds.

Figure 6 shows that, at low levels of bottleneck capacity (512kbps), the effect of the buffer size becomes much more significant, with the capacity increase factor not reaching as low at 3 until RTT has reached some hundreds of milliseconds. For this reason we examine the manufacturer recommendations for queue sizing in the router buffers.

3.1. Default Queue Sizing for Router Buffers

We now consider the effect of using the default queue sizing recommended for Cisco routers, using Cisco’s own instructions as a guide [23]. Specifically, we now adjust the packet queue depth such as to allocate the (default) of 50 milliseconds worth of buffering at the link capacity (assuming 1500 byte packet sizes), while ensuring, as per these instructions, that this allocated queue depth never falls below 64 packet spaces (again for 1500 byte packet sizes).

For a bottleneck link of 512kbps (the worst case of our earlier evaluations) we now set Q=64 packets. This produced the set of results shown as Figure 7, which should be contrasted with Figure 6.

Figure 7. Capacity increase factor for C = 512kbps and Q=64

In Figure 7 we clearly see that the capacity increase factor very rapidly converged, again, to just in excess of 3 times the original capacity.

4. Conclusion

We studied the effect of age on reported QoE (MOS) scores for VoD in broadband networks, and conclude that the difference between the most demanding age group (10 to 18 years old) and the most frequently studied age group (19 to 30 year old) is such as to require an order of magnitude improvement in the network PLP to achieve the same MOS score. We then investigate the capacity increase needed to reduce the PLP by an order of magnitude through a bottleneck link in which the queuing is caused by multiplexed TCP traffic. Our results show that an order of magnitude improvement in PLP would require very close to a 3 times increase in bottleneck link capacity at all but very low RTTs.
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