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Abstract—The bidirectional broadcast channel denotes a
broadcast channel with two receivers where each receiver knows
the message intended for the other. We consider streaming
sources where messages of each user arrive as bit-stream to
the encoder. Thus our main quantity of interest is the bit
error probability. By extending Sahai’s argument to bidirectional
broadcast channel, we show that under maximum-likelihood
decoding the bit error probability decays exponentially in delay
with positive exponent for all the rate pairs inside the capacity
region. We also show existence of deterministic codes which
achieve exponentially decaying bit error probability with delay.

I. INTRODUCTION
In this work we consider sequential coding for the bidi-

rectional broadcast channel. The bidirectional broadcast chan-
nel is a two-terminal broadcast channel where the receiving
terminals know the message intended for the other terminal.
Originally, it describes the second phase of a bidirectional
decode-and-forward relaying protocol where two terminals
want to communicate with each other using the help of a
half-duplex relay node. In the first phase terminals send their
messages to the relay node, which decodes the messages.
It therefore is described by the classical multiple access
channel. In the second phase the relay broadcasts a re-encoded
message which allows both terminals to decode the other
message using its own source message as side information.
Bidirectional relaying using a decode-and-forward strategy
based on superposition coding has been introduced in [1]. The
XOR-coding on the decoded data for bidirectional relaying
has been studied first in [2–5]. The optimal coding strategy
combines channel coding for the broadcast channel and the
network coding idea. The capacity region of the corresponding
bidirectional broadcast channel is independently derived in [6–
8].
Theorem 1 ([6]): The capacity region CBC of the discrete

bidirectional memoryless broadcast channel is the convex set
of all rate pairs [R1, R2] such that

0 ≤ R1 ≤ I(X ; Y ), 0 ≤ R2 ≤ I(X ; Z),

for some input probability mass function PX(x) and given
channel transition probability PY Z|X(y, z|x).
The information flow in a bidirectional relaying protocol

corresponds to the famous butterfly network[9], which is one
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Fig. 1. The system diagram of the bidirectional broadcast channel at time
instant j with streaming sources W1 and W2 which emitted source sequences
b
jB
1 and a

jA
1 so far. The messages are mapped onto the channel input

sequence X
jC
1 by the encoder f(j) . The sequences Y

jC
1 and Z

jC
1 denote the

channel output of the memoryless broadcast channel PY Z|X . Both decoder
gj and hj make an estimate of the unknown source sequences âjA

1 and b̂jB
1

using the channel output and its side-information. The illustration shows that
the information flow in the bidirectional broadcast channel corresponds to the
famous butterfly network.

of the smallest networks to benefit from network coding. An
alternative proof of the coding theorem for the bidirectional
broadcast channel has been given in [10]. This proof is based
on Gallager’s error exponent approach [11, 12].
The bidirectional broadcast channel models the communica-

tion scenario where each receiver can observe one source and
wants to know the other source. In this work we are interested
streaming sources, which means that both sources steadily emit
information while the transmitter sends what it has received so
far. This is in contrast to the classical block coding structure
where the transmitter knows the whole message before the
transmission starts. Our treatment of the bidirectional channel
is motivated from the following networked control setup.
Consider two separated plants which should be stabilized. The
random process at a plant is described by the corresponding
streaming source. Each controller is lumped together with
the decoder and its control policy is assumed to require the
knowledge of both the plant states for its control action. Each
controller knows the state of its own plant and infers the state
of other plant with the help of the relay.
Recently, there is an increasing interest in such problems

where communication is considered in the context of a control
setup. In [13, 14], Sahai and Mitter introduced the concept of
anytime reliability for communication of streaming sources,
which can be used to derive necessary and sufficient conditions
for stabilizing an unstable plant over a noisy communication
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link. The anytime coding strategy is first extended to multi-
terminal problems in [15, 16], where Chang and Sahai study
the sequential channel coding for the multiple-access channel
and degraded broadcast channel. In [17] the ideas are extended
to a distributed source coding problem.
In this paper we extend the sequential coding results from

Sahai and Chang to the bidirectional communication problem.
The paper in organized in the following manner. In Section II
we formally define the sequential setup for the bidirectional
broadcast channel. We extend the sequential coding results for
the degraded broadcast from Chang and Sahai [16] to the bidi-
rectional broadcast channel in Section III . In Section IV we
extend Sahai’s arguments used for the point-to-point channel
to show that the rates inside the capacity region with positive
error exponents can be achieved using deterministic codes
[13]. Finally, we conclude in Section V with some discussion
and future work.

II. PROBLEM SETUP
We consider sequential encoding and anytime decoding

of streaming sources when transmitted over the bidirectional
broadcast channel [13, 14].

A. Bidirectional Broadcast Channel
We consider a two terminal discrete memoryless broadcast

channel. The channel input is defined on the finite input alpha-
bet X . The output at terminal 1 and 2 is defined on the finite
output alphabets Y and Z respectively. Then the broadcast
channel is defined by a collection of conditional probability
mass function PY Z|X(y, z|x) for all (x, y, z) ∈ X × Y × Z.
Further, we assume that the channel input does not depend the
previous outputs so that the memoryless property implies that
for any time instant n we have

P (yn, zn|xn) =
n

∏

i=1

PY Z|X(yi, zi|xi),

with the notation xn
m := (xm, xm+1, . . . , xn) with the com-

mon convention xn = xn
1 if m = 1. Since the decoder at

terminal 1 and 2 do not cooperate, we define the marginal
conditional probability mass functions

P1(y
n|xn) =

n
∏

i=1

∑

zi∈Z

PY Z|X(yi, zi|xi),

P2(z
n|xn) =

n
∏

i=1

∑

yi∈Y

PY Z|X(yi, zi|xi).

Let W1 and W2 denote the random information sources
known at the transmitter. In addition, W1 is known at ter-
minal 1 and W2 is known at terminal 2. The bidirectional
communication task for the transmitter is to inform both
receiving terminals about their unknown source. In this work
we consider streaming sources, which means that the source
sequences are not known before the transmission takes place.
Furthermore, both source emit source bits at a different rate
than the channel is used. Formally, we assume that there
exist integers A, B, and C such that in C channel uses

the source W2 emits a source sequence of length A with
letters aj ∈ {0, 1} and source W1 emits a source sequence of
length B with letters bj ∈ {0, 1}. Accordingly, the sequential
encoding strategy produces channel input sequences of length
C. For the following definitions we closely follow [15, 16].

B. Sequential Encoding
Let the input alphabet be given by X := {xk}

|X |
k=1. For inte-

gers A, B, and C and a probability mass function PX defined
on the input alphabet X , a random sequential encoding scheme
is defined by a sequences of encoders {fj}, j = 1, 2, . . .
where,

fj : {0, 1}jA × {0, 1}jB × [0, 1]C → XC ,

fj(a
jA
1 , bjB

1 , λC
1 (j, ajA

1 , bjB
1 )) = xjC

(j−1)C+1.

The random variables λi(j, ajA, bjB), i = 1, 2, . . . , C, ajA
1 ∈

{0, 1}jA, bjB
1 ∈ {0, 1}jB, and j = 1, 2, . . . provide the

common randomness and are independent and uniformly dis-
tributed on the interval [0, 1]. The realizations of the random
variables are known at both decoders and encoder and are
used to generate a random code. Let I1 := [0, PX(x1)] and
Ik := [

∑k−1
i=1 PX(xi),

∑k
i=1 PX(xi)], k = 2, . . . , |X |. such

that
⋃|X |

k=1 Ik = [0, 1]. Then i-th element of the encoder output
sequence fj for the messages ajA

1 and bjB
1 is given by

x(j−1)C+i = xk, if λi(j, a
jA, bjB) ∈ Ik.

Further, let f (j) : {0, 1}jA ×{0, 1}jB → X jC denote the col-
lection of the encoders f (j) := (f1, f2, . . . , fj), j = 1, 2, . . . .
Note that in order to simplify notation, we drop the argument
corresponding to common randomness in the definition of f (j).
The encoder has the rate pair R1 := A/C and R2 := B/C in
bits/channel use.
Since for two message sequence pairs (anA

1 , bnB
1 ) and

(ãmA
1 , b̃mB

1 ) with akA
1 = ãkA

1 and bkB
1 = b̃kB

1 for some
k ≤ min{n, m} the first kC encoder outputs are the same, the
definition of the sequential encoder is causal and consistent.

C. Anytime Decoding
For the bidirectional broadcast channel at time jC the

decoder of terminal 1 has received the sequence yjC
1 and

knows the input sequence bjB
1 . Similarly, at time jC the

decoder of terminal 2 has received the sequence zjC
1 and

knows the input sequence ajA
1 .

The anytime decoding concept means that at any time
instant the decoders produce estimates of whole sequences
and therefore are allowed to correct past errors. Accordingly,
the decoders are defined by sequence {gj} at the receiving
terminal 1 with

gj : {0, 1}jB × YjC → {0, 1}jA,

gj(b
jB
1 , yjC

1 ) = âjA
1

and sequence {hj} at the receiving terminal 2 with

hj : {0, 1}jA ×ZjC → {0, 1}jB,

hj(a
jA
1 , zjC

1 ) = b̂jB
1 ,



j = 1, 2, . . . , where âjA
1 and b̂jB

1 denote the decoded infor-
mation sequences based on the received channel outputs and
side-information so far. Without taking complexity issues into
account we consider maximum likelihood decoders at both
receivers at any time instant jC, j = 1, 2, . . . . In more detail,
if the transmitter has send the codeword xjC

1 = f (j)(ajA
1 , bjB

1 )
for the source sequences ajA

1 and bjB
1 and terminal 1 has

received the sequence yjC
1 , then the decoder gj decides for

the source sequence âjA
1 if

P1

(

yjC
1 |f (j)(âjA

1 , bjB
1 )

)

≥ max
ãjA
1 ∈{0,1}jA

P1

(

yjC
1 |f (j)(ãjA

1 , bjB
1 )

)

.

Similarly, terminal 2 has received sequence zjC
1 , then the

decoder hj decides for the source sequence b̂jB
1 if

P2

(

zjC
1 |f (j)(ajA

1 , b̂jB
1 )

)

≥ max
b̃jB
1 ∈{0,1}jB

P2

(

zjC
1 |f (j)(ajA

1 , b̃jB
1 )

)

.

If the maximum probability is achieved with multiple source
sequences, then the decoders randomly decide between them.

III. UPPER BOUND TO ERROR PROBABILITY
For the derivation of the upper bound to the decoding error

probability we closely follow the derivation of [15, 16]. In [18]
Forney provides an upper bound on the probability of decoding
error for the point-to-point channel where the decoder is forced
to provide a decision after a certain delay. The result is proved
using Gallager’s error exponent [11]. In [13] Sahai used this
concept in the sequential coding setup.
Theorem 2: Let ânA

1 and b̂nB
1 be the maximum likelihood

decoded sequences at terminal 1 and 2 of the source sequences
anA
1 and bnB

1 after nC channel uses. Then the probability of
decoding error of the j-th block can be upper bounded as
follows

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ P
{

â(j+1)A
1 &= a(j+1)A

1

}

≤ K12
−d CEr,1(R1,PX )

P
{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≤ P
{

b̂(j+1)B
1 &= b(j+1)B

1

}

≤ K22
−d CEr,2(R2,PX )

with decoding delay dC = (n − j)C, constant Kk = (1 −
2−C Er,k(Rk,PX ))−1, k = 1, 2, and Gallager’s random error
exponents

Er,k(Rk, PX) := max
0≤ρk≤1

(

E0,k(ρk, PX) − ρkRk

)

, k = 1, 2

E0,1(ρ1, PX) := − log2

∑

y∈Y

(

∑

x∈X

PX(x)P1(y|x)
1

1+ρ1

)1+ρ1

E0,2(ρ2, PX) := − log2

∑

z∈Z

(

∑

x∈X

PX(x)P2(z|x)
1

1+ρ2

)1+ρ2

where PX is the distribution used for the sequential code.
Remark: From [10, 11] we know that for any rate pair in the

interior of the capacity region CBC we can find a distribution
PX such that the error exponents are positive.

Proof: The proof of the theorem, although notationally
cumbersome, is simpler than for the degraded broadcast chan-
nel case [16] and can be deduced from [13, 16, 18] which

all follow [12]. We go through the proof for decoder 1 for
completeness, the analysis for decoder 2 works likewise.
First let us define the set of erroneous suffixes

Fn,j(a
nA
1 ) := {snA

1 ∈ {0, 1}nA : sjA
1 = ajA

1 ,

snA
jA+1 &= anA

jA+1},

for 0 < j < n and Fn,0(anA
1 ) := {0, 1}nA \ {anA

1 }.
Fn,n(anA

1 ) := {anA
1 }. By definition we have Fn,j(anA

1 ) ⊆
Fn,k(anA

1 ) for 0 ≤ k ≤ j < n.
Let ânA

1 be the decoded source sequence at terminal 1. Then
the error event

En,j(a
nA
1 , bnB

1 ) := {ânA
1 ∈ Fn,j(a

nA
1 )}

for 0 ≤ j < n describes the case when we have the source
sequences anA

1 and bnB
1 and the decoder at terminal 1 correctly

decodes the first j blocks and makes an decoding error in the
remaining sequence. By definition we have En,j(anA

1 , bnB
1 ) ⊆

En,k(anA
1 , bnB

1 ) for 0 ≤ k ≤ j < n.
Let xnC

1 = f (n)(anA
1 , bnB

1 ), then the probability of an error
event at terminal 1 using the maximum likelihood decoder is
given by

P
{

En,j(a
nA
1 , bnB

1 )
}

≤ P
{

∃ânA
1 ∈ Fn,j(a

nA
1 ) : (1)

P1

(

ynC
1 |f (n)(ânA

1 , bnB
1 )

)

≥ P1

(

ynC
1 |xnC

1

)}

=
∑

xnC ,ynC

PX(xnC
1 )P1(y

nC
1 |xnC

1 )P
{

∃ânA
1 ∈ Fn,j(a

nA
1 ) :

P1

(

ynC
1 |f (n)(ânA

1 , bnB
1 )

)

≥ P1

(

ynC
1 |xnC

1

)
∣

∣xnC
1 , ynC

1

}

≤
∑

xnC ,ynC

PX(xnC
1 )P1(y

nC
1 |xnC

1 )
[

∑

ânA
1 ∈Fn,j(anA

1 )

P
{

P1

(

ynC
1 |f (n)(ânA

1 , bnB
1 )

)

≥ P1

(

ynC
1 |xnC

1

)∣

∣xnC
1 , ynC

1

}

]ρ1

for all ρ1 ∈ [0, 1]. For an ânA
1 let x̂nC

1 denote f (n)(ânA
1 , bnB

1 ).
Since ânA

1 ∈ Fn,j(anA
1 ) we have âjA

1 = ajA
1 and ânA

jA+1 &=
anA

jA+1 so that we have

x̂jC
1 = xjC

1 , x̂nC
jC+1 &= xnC

jC+1.

From the memoryless property of the channel we have

P1(y
nC
1 |x̂nC

1 ) = P1(y
jC
1 |xjC

1 )P1(y
nC
jC+1|x̂

nC
jC+1).

Accordingly, for ânA
1 ∈ Fn,j(anA

1 ) we only have to take the
last n − j blocks into account

P
{

P1

(

ynC
1 |f (n)(ânA

1 , bnB
1 )

)

≥ P1

(

ynC
1 |xnC

1

)
∣

∣xnC
1 , ynC

1

}

=
∑

x̂nC
jC+1:P1(ynC

jC+1|x̂
nC
jC+1)≥P1(ynC

jC+1|x
nC
jC+1)

PX(x̂nC
jC+1)

≤
∑

x̂nC
jC+1∈X (n−j)C

PX(x̂nC
jC+1)

P1(ynC
jC+1|x̂

nC
jC+1)

s

P1(ynC
jC+1|x

nC
jC+1)

s



for all s > 0. For s = 1
1+ρ1

and with |Fn,j(anA
1 )| = 2(n−j)A

we can proceed on inequality (1) as follows

P
{

En,j(a
nA
1 , bnB

1 )
}

≤
∑

xnC
jC+1,ynC

jC+1

PX(xnC
jC+1)P1(y

nC
jC+1|x

nC
jC+1)

[

2(n−j)A
∑

x̂nC
jC+1

PX(x̂nC
jC+1)

P1(ynC
jC+1|x̂

nC
jC+1)

1
1+ρ1

P1(ynC
jC+1|x

nC
jC+1)

1
1+ρ1

]ρ1

=2ρ1(n−j)A
∑

ynC
jC+1

[

∑

xnC
jC+1

PX(xnC
jC+1)

P1(ynC
jC+1|x

nC
jC+1)

P1(ynC
jC+1|x

nC
jC+1)

ρ1
1+ρ1

]

[

∑

x̂nC
jC+1

PX(x̂nC
jC+1)P1(y

nC
jC+1|x̂

nC
jC+1)

1
1+ρ1

]ρ1

=2ρ1(n−j)A×
∑

ynC
jC+1

[

∑

xnC
jC+1

PX(xnC
jC+1)P1(y

nC
jC+1|x

nC
jC+1)

1
1+ρ1

]1+ρ1

=2ρ1(n−j)CR1

(

∑

y∈Y

[

∑

x∈X

PX(x)P1(y|x)
1

1+ρ1

]1+ρ1
)(n−j)C

=2ρ1(n−j)CR12−(n−j)CE0,1(ρ1,PX),

which can be optimized with respect to ρ1 such that we have

P
{

En,j(a
nA
1 , bnB

1 )
}

≤ 2−(n−j)CEr,1(R1,PX ).

Finally, the probability to make a decoding error in the j-th
block after receiving nC symbols is upper bounded by the
probability of a decoding error in any of the first j +1 blocks
which leads to the desired bound

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ P

{

j
⋃

i=0

{â(i+1)A
iA+1 &= a(i+1)A

iA+1

}

}

≤
j

∑

i=0

P
{

En,i(a
nA
1 , bnB

1 )
}

≤
j

∑

i=0

2−(n−i)CEr,1(R1,PX)

≤
2−(n−j)CEr,1(R1,PX )

1 − 2−CEr,1(R1,PX)
= K12

−(n−j)CEr,1(R1,PX)

using
∑j

i=0 rn−i = rn−j−rn+1

1−r
≤ rn−j

1−r
for r ≥ 0.

In the next section we show existence of deterministic codes
whose error probability is upper bounded by bounds given in
Theorem 2.

IV. EXISTENCE OF DETERMINISTIC CODES
In order to show existence of deterministic codes achieving

same error performance as that of the codes with common
randomness, we extend Sahai’s analysis for point-to-point
channel to the bidirectional setting [13]. Note that a code
with common randomness is equivalent to an ensemble of
codes with some probability measure. Thus the performance
of a code with common randomness is equal to the average
performance of the corresponding ensemble of codes with
respect to an appropriate probability measure.
In the following analysis, we will encounter randomness

because of the channel and also because of random code se-
lection from the ensemble of codes. We denote the probability

measure corresponding to the random code selection by P. As
in Section III, we denote average over the ensemble of codes
of the probability of an event due to channel randomness by
P(.). For a given encoder F , the probability of an event due to
channel randomness is denoted by PF(.). In order to further
clarify the notation, consider the error event in decoding the
jth block at terminal one i.e. {â(j+1)A

jA+1 &= a(j+1)A
jA+1 }. Then,

P

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

=E{F}

(

PF

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

})

.

In the following lemma, we show that average error probability
over any set of encoders with positive probability has same
behavior as that of the average over the whole ensemble of
encoders.
Lemma 3: Consider transmission over bidirectional broad-

cast channel with sequential encoding and anytime decoding as
defined in Section II. Let P be the probability measure defined
on the set of encoders {F} with rate pair (R1, R2). The rates
are rational numbers R1 = A/C, R2 = B/C. If the average
error probability for decoders 1 and 2 decay exponentially with
delay d as

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ K12
−dCα1,

P
{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≤ K22
−dCα2,

then the average error probability over any set with strictly
positive probability decays with delay with the same exponent.

Proof:We prove the lemma by contradiction. Let {H}⊆
{F} and P({H}) > 0. Assume that there exists K ′

1 > 0 such
that

E{H}

(

PF

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

)

≥ K ′
12

−dCα1 . (2)

for all d ≥ 0. Then

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

=

P({H})E{H}

(

PF

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

)

+

(1 − P({H}))E{H̄}

(

PF

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

)

.

We lower bound the average by using the assumption given
in (2) and obtain

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≥ P({H})K ′
12

−dCα1.

We arrive at the contradiction by noting that P({H})K ′
1 > 0.

Note that the same line of reasoning also applies for the second
decoder. This completes the proof.
The previous lemma shows that there can not be a “large”

set of encoders whose performance is worse than the average.
However it does not say anything about the performance of a
deterministic code. The next lemma deals with this issue.
Lemma 4: Consider the set of encoders {F} with the

probability measure P for the bidirectional broadcast channel
for the rate pair R1 = A/C and R2 = B/C. Suppose that the
average probability of error is upper bounded as

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ K1,j2
−dCα1, (3)

P
{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≤ K2,j2
−dCα2, (4)



for all d ≥ 0. Then for almost every deterministic encoder F ,
every ε > 0, there are positive constants Kε,F

1,j and Kε,F
2,j such

that

PF

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ Kε,F
1,j 2−dC(α1−ε),

PF

{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≤ Kε,F
2,j 2−dC(α2−ε).

In addition, Kε,F
1,j and Kε,F

2,j can not be too large in the
following probabilistic sense,

P

({

Kε,F
1,j > K1

}

∪
{

Kε,F
2,j > K2

})

≤

1

1 − 2−Cε





K1,j

K
α1

α1−ε

1

+
K2,j

K
α2

α2−ε

2



 . (5)

Proof: For all ε > 0, K1 > 1, and K2 > 1, let Hd
(1,ε,K1,j)

be the set of encoders for which

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≥ K12
−dC(α1−ε).

Similarly Hd
(2,ε,K2,j) be the set of encoders for which the error

probability satisfies:

P
{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≥ K22
−dC(α2−ε).

Note that as probability is always upper bounded by 1, we have
P

(

Hd
(1,ε,K1,j)

)

= 0 for d < log2(K1)
C(α1−ε) and P

(

Hd
(2,ε,K2,j)

)

=

0 for d < log2(K2)
C(α2−ε) . We now upper bound the probability of

Hd
(1,ε,K1,j) and Hd

(2,ε,K2,j) using Markov’s inequality. Using
the assumptions (3) and (4) in the Markov’s inequality, we
obtain

P

(

Hd
(1,ε,K1,j)

)

≤
K1,j

K1
2−dCε, (6)

P

(

Hd
(2,ε,K2,j)

)

≤
K2,j

K2
2−dCε. (7)

Let Hd
(ε,K1,K2,j) be the set of encoders whose probability

of error for the first decoder goes above K12−dC(α1−ε) or
the probability of error for the second decoder goes above
K22−dC(α2−ε) for the decoding of jth block for any d ≥ 0.
This implies

H(ε,K1,K2,j) =
⋃

d≥0

(

Hd
(1,ε,K1,j) ∪Hd

(2,ε,K2,j)

)

.

Using (6), (7), and the union bound, we obtain

P(H(ε,K1,K2,j)) ≤
∞
∑

d=0

{

P

(

Hd
(1,ε,K1,j)

)

+

P

(

Hd
(2,ε,K2,j)

)}

=
∞
∑

d=
log2(K1)
C(α1−ε)

P

(

Hd
(1,ε,K1,j)

)

+

∞
∑

d=
log2(K2)
C(α2−ε)

P

(

Hd
(2,ε,K2,j)

)

≤
∞
∑

d=
log2(K1)
C(α1−ε)

K1,j

K1
2−dCε +

∞
∑

d=
log2(K2)
C(α2−ε)

K2,j

K2
2−dCε

≤
K1,j

K1

2−ε
(

log2(K1)
α1−ε

)

1 − 2−Cε
+

K2,j

K2

2−ε
(

log2(K2)
α2−ε

)

1 − 2−Cε
,

=
1

1 − 2−Cε





K1,j

K
α1

α1−ε

1

+
K2,j

K
α2

α2−ε

2



 .

This can be made as small as desired by choosing K1 and K2

large enough. Hence we prove the lemma.
In the following theorem we prove a uniform bound on the

constants Kε,F
1,j and Kε,F

2,j (over j).
Theorem 5: Let {F} be the set of deterministic encoders

with rate pair R1 = A/C and R2 = B/C. The encoders
are generated with probability measure P induced by the
sequential encoding described in Subsection II-B. For all
d > 0 and all j ≥ 0, let the average error probability (with
respect to P) for the two decoders is given by

P
{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ K12
−dCα1, (8)

P
{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≤ K22
−dCα2, (9)

for some positive constants K1 and K2 which are independent
of j and d. Then for every ε > 0, j ≥ 0, and d > 0, the error
probability for almost every deterministic encoder F satisfies,

PF

{

â(j+1)A
jA+1 &= a(j+1)A

jA+1

}

≤ KF
1 2−dC(α1−ε), (10)

PF

{

b̂(j+1)B
jB+1 &= b(j+1)B

jB+1

}

≤ KF
2 2−dC(α2−ε), (11)

where KF
1 and KF

2 depends only on the encoder F and is
independent of j and d.

Proof: Assume that the encoder has received bits ajA
1

(resp. bjB
1 ) from the first (resp. second) source. Then define

F (ajA
1 ,bjB

1 ) to be the sequence of encoding functions starting
from the (j +1)th block. The encoders F (ajA

1 ,bjB
1 ) is indepen-

dent of F (ãjA
1 ,b̃jB

1 ) if ajA
1 &= ãjA

1 or bjA
1 &= b̃jA

1 . In addition the
encoders belonging to F (ajA

1 ,bjB
1 ) are drawn from the same

distribution as the actual encoders.
We now consider the first decoder. The following reasoning

also follows exactly for the second decoder. Let 0 < ε <
min(α1/2, α2/2). Then from Lemma 4 we know that there is
a positive constant ν1 independent of j such that

P

(

Kε,F
1,j > K1

)

≤ ν1K
−
(

α1
α1−ε

)

1 .

From the arguments of [13], we conclude that Kε,F
1,j has finite

mean.
For a given encoder F , let P (1,F , j, d) be the probability

that the first decoder makes an error in any of the block



numbered less than or equal to j after receiving the nth block
i.e. nC channel output, where d = n − j. More formally,

P (1,F , j, d) = E{anA
1 ,bnB

1 }

[

PF

(

âjA
1 &= ajA

1

)]

.

As in [13], we now show by induction over j that there is a
positive constant LF

j such that P (1,F , j, d) ≤ LF
j 2−dC(α1−ε).

This is satisfied for j = 1 from Lemma 4 with LF
1 = Kε,F

1,1 .
For general j we write

P (1,F , j + 1, d) ≤ P (1,F , j, d + 1)+

E{anA
1 ,bnB

1 }

[

P

{

a(j+1)A
jA+1 &= â(j+1)A

jA+1 |ajA
1 = âjA

1

}]

.

Note that the second term correspond to the error probability
of the encoder F (ajA

1 ,bjB
1 ). Using the induction hypothesis and

error probability bound for the encoder F (ajA
1 ,bjB

1 ), we obtain

P (1,F , j + 1, d) ≤ LF
j 2−(d+1)C(α1−ε)+

E{ajA
1 ,bjB

1 }

[

P (1,F (ajA
1 ,bjB

1 ), j + 1, d)
]

.

Using Lemma 4, this can be upper bounded as

P (1,F , j + 1, d) ≤ 2−dC(α1−ε)

×

(

LF
j 2−C(α1−ε) + E{ajA

1 ,bjB
1 }

[

Kε,F
(ajA

1
,b

jB
1

)

1,1

])

.

This gives the following recursion for almost every encoder
F ,

LF
j+1 = LF

j 2−C(α1−ε)+

1

2j(A+B)

∑

ajA
1 ∈{0,1}jA

∑

bjA
1 ∈{0,1}jA

Kε,F
(ajA

1
,b

jB
1

)

1,1 .

As was discussed earlier, the above empirical average con-
verges towards the mean K̄1. By using the generalization of
the Chebychev’s inequality given in [13] we know that ∃B > 0
such that

P













1

2j(A+B)

∑

a
jA
1

∈{0,1}jA

b
jA
1 ∈{0,1}jA

Kε,F
(a

jA
1

,b
jB
1

)

1,1 ≥ K̄1 + µ













≤
B

µ
α1

α1−ε

2−
ε(A+B)j

α1−ε .

LetMµ
j be the set of encoders for which the average exceeds

K̄1 + µ. Let Mµ = ∪j≥1M
µ
j . Then

P
(

M̄µ
)

≥ 1 −
∞
∑

j=1

P
(

Mµ
j

)

≥ 1 −
∞
∑

j=1

B

µ
α1

α1−ε

2−
ε(A+B)j

α1−ε

= 1 −
B

µ
α1

α1−ε

1
(

2
ε(A+B)

α1−ε − 1
) .

Define M̄ = ∪µ≥0M̄µ. This implies

P
(

M̄
)

≥ sup
µ≥0






1 −

B

µ
α1

α1−ε

1
(

2
ε(A+B)

α1−ε − 1
)






= 1.

Thus for almost every encoder F , there is a constant Kε,F
1

such that P (1,F , j, d) ≤ Kε,F
1 2−Cd(α1−ε). As P (1,F , j, d)

is an upper bound on the error probability in the j th block, we
show that (10) holds for almost every encoder. By the same
reasoning for the second decoder, it can be shown that (11)
holds for almost every encoder. By noting that the union of
probability of two set of encoders E1 and E2 is lower bounded
by

P (E1 ∪ E2) ≥ 1 − P
(

Ē1

)

− P
(

Ē2

)

,

we show that (10) and (11) together holds for almost every
encoder.

V. CONCLUSION
In this paper we considered transmission of streaming

sources over the bidirectional broadcast channel using sequen-
tial encoding and anytime decoding [13]. We showed that
for encoding scheme using common randomness the error
probability decays exponential in delay with positive error
exponent for all the rate pair inside the capacity region. By
extending Sahai’s arguments from point to point channel to the
bidirectional broadcast channel, we showed that there exist
deterministic codes which have the same error probability
performance as the codes with common randomness.
The bidirectional broadcast channel corresponds to the

second phase of a bidirectional decode-and-forward relaying
protocol with a half-duplex relay node. The first phase is the
multiple access phase where both the sources communicate
to the relay. This study is our first step towards a complete
understanding of the error probability performance of half-
duplex decode-and-forward relaying for streaming sources
where we also take into account the error probability of the
multiple access phase.
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