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Abstract— In this paper, we provide asymptotic analysis of the mutual information (MI) of the basic two-hop amplify-and-forward (AF) channel, where the relaying node is selected out of a pool of $N$ potential relay nodes based on instantaneous backward channel state information (CSI). The asymptotic formula obtained by implementing extreme value theory (EVT) adopts a simpler form compared to the exact MI expression, which makes it easier to operate with. Despite its simplicity, the asymptotic expression is quite accurate even with small $N$, which is confirmed by numerical simulation. We show that the power allocation coefficient obtained by optimizing the asymptotic expression is close to the optimal value obtained from simulation results.

I. INTRODUCTION

The multi-relay channel similar to that illustrated in figure 1 have attracted much attention recently. In [1], for instance, a scheme was considered in which the transmitter, the relays and the receiver all have perfect and full (backward and forward) information of their own and each other’s channel states. Assuming such a full CSI relay channel and that the source and each relay can transmit with any power within independent ranges $[0, P_{\text{max}}]$ where $i$ denotes either the source or one of the relays, the authors derived the power allocation that maximizes the receive SNR for each channel realization and demonstrated that the optimal strategy is network beam-forming. In [2], an opportunistic relaying scheme is proposed where the best relay is selected from all the relay nodes based on their own forward and backward CSI. The selection is done in a distributed way. It is pointed out by [3] that although gaining both backward and forward CSI makes the transmission faster and reliable, there could be synchronization problems for a 2-link based distributed relay selection scheme because of its time sensitivity; and for a 2-link based centralized relay selection scheme, the demanding for continuous feedback results in an extra amount of power consumption. So for a cheap sensor network where power consumption overweights reliability in importance, it would be more interesting to consider relaying schemes that are simpler and yet perform well enough with less overhead signaling. Relaying schemes that implement distributed space-time block coding (DSTBC) belong to this category, because for DSTBC to work it is enough to gain only backward CSI, which means feedback is not needed and the active relays could be automatically selected. DSTBC schemes have been extensively studied, for instance, in [4], [5], [6], etc.

In this paper, we consider such a relaying scheme that the best node is selected out of a pool of $N$ potential nodes to amplify and forward the received information to the destination based on only their instantaneous backward channel state. The selection is done in a distributed way as in [2], we analyze MI of the resulting channel. As will be seen from the following section, for each channel realization the channel is equivalent to an additive white gaussian noise (AWGN) channel whose capacity is well known. In [7], it was shown that for a fading channel if the channel sequence is i.i.d. and the input distribution which maximizes mutual information is the same regardless of the channel state, the capacity of the channel with CSI only at the receiver is given by the expectation of capacity of each channel realization. The constraint is satisfied in this scenario, so we derive the MI formula by taking the expectation of the AWGN capacity with respect to all channel states. We then provide asymptotic analysis of the MI based on extreme value theory. The asymptotic analysis leads to a simpler formula which is easy to operate with, and its accuracy is confirmed by numerical simulation.

The remainder of this paper is organized as follows. Section II describes the system model. MI derivation and the asymptotic analysis is done in section III. Results and discussion are given in section IV. The final section is our main conclusion.

II. SYSTEM MODEL

Consider a wireless network as illustrated in figure 1 where a source node denoted by $a$ communicates with a destination...
node denoted by $b$ through the help of a pool of $N$ relays, with no direct link between $a$ and $b$. Without sacrificing the essence of the results that will follow, we assume that the network is composed exclusively of single-antenna nodes.

For such a network, consider a two-stage amplify-and-forward relaying mechanism where in the first stage, the source broadcasts a symbol vector $s$ to all $N$ relays, each of which will estimate the channel between the source and itself while receiving the signals. In the second stage, the relay node with the best backward channel is automatically selected to amplify and forward the source’s signals to the destination.

Assume block fading and let the instantaneous complex-valued coefficients of the block-fading channels from $a$ to $r_k$ and from $r_k$ to $b$ be respectively denoted by $f_k$ and $g_k$; assume the coefficients to be independent and identically distributed (i.i.d.) with Rayleigh distribution and $E[|f_k|^2] = E[|g_k|^2] = 1$. For each channel realization, denote the fading coefficient from source to the relaying node as $f_m$, and the fading coefficient from the relaying node to destination simply as $g$. So it is obvious that $|f_m|^2 = \max_{k \in \mathcal{N}} |f_k|^2$ where $\mathcal{N}$ is the index set $\{1, 2, \cdots, N\}$ and $|g|^2$ is an exponential random variable with unit rate.

Assume that the noise at all $r_k$’s and $b$ are independent and identically distributed (i.i.d.) zero-mean complex-valued Gaussian variables with variance $\sigma^2$, and let $P_2$ denote the average transmit power of the source and $P_2$ as the average transmit power at the relay.

After stage 1, the received signal at the best relay is

$$y_r = \sqrt{P_2}f_ms + w_r,$$

(1)

where $w_r$ is the noise at the relay. Then after the relaying node amplifies the received signal $y_r$ with a constant $\rho$ and forward it to the destination, the received signal at the destination is

$$y_d = \rho \sqrt{P_1} f_m g s + \rho w_r + w_d,$$

(2)

where $w_d$ is the noise at the destination.

Notice that in equation (2) the amplification coefficient $\rho$ is assumed to be a real constant identical for all relays due to the symmetry of the relay channel and the fact that each relay is assumed to possess only its own backward CSI.

To satisfy the condition that the relaying node transmits at average power $P_2$, $\rho$ must be

$$\rho = \sqrt{\frac{P_2}{E[|f_m|^2]P_1 + \sigma^2}}.$$  

(3)

As is shown above, $|f_m|^2$ is the maximum among $N$ i.i.d. exponential random variables with unit rate, so the probability density function (pdf) of $|f_m|^2$ is,

$$p_{|f_m|^2}(x) = \begin{cases} N e^{-x}(1 - e^{-x})^{N-1} & \text{if } z \geq 0 \\ 0 & \text{if } z < 0 \end{cases}.$$  

(4)

So the expectation $E[|f_m|^2]$ is given by,

$$E[|f_m|^2] = \int_0^{\infty} x Ne^{-x}(1 - e^{-x})^{N-1} \, dx = \sum_{i=1}^{N} (-1)^{i+1} \left( \begin{array}{c} N \\hline i \end{array} \right) \frac{1}{i}.$$  

(5)

Which is only dependent on $N$.

As can be seen from equation (2), for each channel realization, the channel is equivalent to an AWGN channel, whose signal to noise ratio denoted by $\gamma_{ab}$ is given by,

$$\gamma_{ab} = \frac{\rho^2 P_1 |f_m|^2 |g|^2}{\sigma^2 + \rho^2 |g|^2 \sigma^2}.$$  

(6)

III. MUTUAL INFORMATION ANALYSIS

It is well known that the capacity of an AWGN channel with complex codebook is given by [8]

$$C = \log(1 + \text{SNR}) \text{ bit/dimension pair.}$$  

(7)

Assuming perfect interleaving the channel can be treated as an ergodic fading channel, whose average MI is shown in [9] to be the expectation of the capacity of each channel realization. Denote $I$ as the average MI of the channel. Then,

$$I = E[\log (1 + \gamma_{ab})].$$  

(8)

Substituting equation (6) in to equation (8), and by denoting $\gamma_1 = P_1/\sigma^2$, $|g|^2 = x$, $|f_m|^2 = y$ yields,

$$I = \int_{0}^{\infty} e^{-x} \int_{0}^{\infty} \log \left(1 + \gamma_1 \frac{x}{x + \rho^2 y} \right) p_{|f_m|^2}(y) \, dy \, dx \quad (9)$$

There are two ways to simplify the integral. The first way is to do exact derivation: Substituting equation (4) into (9) yields,

$$I = \int_{0}^{\infty} \int_{0}^{\infty} \log \left(1 + \gamma_1 \frac{xy}{x + \rho^2 y} \right) e^{-x} N e^{-y}(1 - e^{-y})^{N-1} \, dx \, dy \quad (10)$$

After some manipulation$^3$ we have,

$$I = \frac{1}{\ln 2} \sum_{k=0}^{N-1} (-1)^k \left( \begin{array}{c} N \\hline k + 1 \end{array} \right) \exp \left( \frac{k + 1}{\gamma_1} \right) \times$$

$$\times \int_{0}^{\infty} E_1 \left( \frac{(k + 1)(x + \rho^2)}{\gamma_1 x} \right) \exp \left( \frac{\rho^2 (k + 1) - \gamma_1 x^2}{\gamma_1 x} \right) \, dx \quad (11)$$

where $E_1(\cdot)$ denotes the $E_1$-function with $n = 1$ whose definition can be found in [12].

Notice that the exact expression (11) contains an infinite integral of the exponential integral function, which makes it

$^3$detailed derivation can be found in the appendix

$^3$which is omitted here and can be found in the appendix
difficult to operate with. And it is nearly impossible to get an exact expression with other statistical fading models. As we can see in the following part, the second way, which is to do asymptotic analysis, generates simpler expression without sacrificing much accuracy. It could also be generalized to more complex fading models like the Nakagami.

The asymptotic analysis is based on the extreme value theory, which is similar to central limit theory. Both of them deal with asymptotic distribution of random variables. Specifically, let random variables $\alpha_1, \alpha_2, \cdots, \alpha_M$ be generated independently according to the same cumulative distribution function (CDF) $F(x)$. Define $A_M = \max_{i \in M} \alpha_i$ where $M$ is the index set $\{1, 2, \cdots, M\}$. Then in general, for a regularly behaved $F(x)$, there exist constants $a_M$ and $b_M$, such that the distribution of $(A_M - a_M)/b_M$ converges to one of the three standard extreme value distributions: Gumbel, Frechet and Weibull distributions [10]. It is proved in [10] that when $F(x)$ is CDF of exponential distribution, $(A_M - a_M)/b_M$ converges to Gumbel distribution.

In this paper, we are interested in the asymptotic expectation of a function of the maximum random variable $A_M$, which is $E[\log(1+cA_M)]$ where $c$ is a constant. It is proved in [11] that when $F(x)$ is CDF of exponential distribution with unit rate parameter, the asymptotic expectation adopts a simple form as:

$$E[\log(1+cA_M)] \approx \log(1+c\ln M) + E_0 \log \left(1 + \frac{c}{1+c \ln M}\right)$$

where $E_0$ is the Euler constant. Notice that the inner integral in equation (9) has exactly the same form, so,

$$I = \int_0^\infty e^{-x} dx \log \frac{1 + \gamma_1 \frac{\log N + 1}{\rho^2} y}{\log (1 + \gamma_1 \frac{\log N + 1}{\rho^2} y)}$$

$$= \int_0^\infty \log \left(1 + \gamma_1 \frac{\log N + 1}{\rho^2} y\right) e^{-x} dx
+ E_0 \int_0^\infty \log \left(1 + \gamma_1 \frac{\log N + 1}{\rho^2} y\right) e^{-x} dx$$

(13) could be simplified as$^4$,

$$I = \frac{1}{\ln 2} \left(1 - E_0\right) \exp \left[\frac{1}{(\gamma_1 \ln N + 1)^2}\right] E_1 \left[\frac{1}{(\gamma_1 \ln N + 1)^2}\right]
+ \frac{1}{\ln 2} E_0 \exp \left[\frac{1}{(\gamma_1 \ln N + \gamma_1 + 1)^2}\right] E_1 \left[\frac{1}{(\gamma_1 \ln N + \gamma_1 + 1)^2}\right]
- \frac{1}{\ln 2} \exp \left[\frac{1}{\rho^2}\right] E_1 \left[\frac{1}{\rho^2}\right]$$

(14)

IV. RESULTS

First, we examine the accuracy of the asymptotic formula and the exact formula by comparing the MI computed from them with the MI obtained by running Monte Carlo simulation.

Instead of using $P_1$ and $P_2$, we introduce another pair of parameters to represent the power allocation between the 2 transmission stages, which are defined as $P_{tot} = P_1 + P_2$, $\zeta = P_1/P_{tot}$. We consider the cases that $P_{tot}$ takes the values of 5dB, 10dB, 20dB and $N$ is from 1 to 30. We first run the Monte Carlo simulation for each setting point and find the optimal $\zeta$. Then by calculating MI corresponding to the $P_{tot}$ and $\zeta$ from the asymptotic formula and exact formula separately, we obtain figure 2. From figure 2 it is observed that despite the simplicity of the asymptotic formula, it is very accurate even when $N$ is small. Since the asymptotic formula is tight to the simulation, it is interesting to check whether we can get the optimal parameter setting for the system from it such
that we could avoid operating on the complex exact formula. We consider the same cases that $P_i$ takes the values of 5dB, 10dB, 20dB and $N$ is from 1 to 30. For each setting point, we obtain the optimal $\zeta$ by optimizing the asymptotic formula, then we do simulation by implementing these parameters, and finally by comparing the result with the optimal MI obtained from pure simulation, we get figure 3. It is observed that the parameter obtained from optimizing the asymptotic formula fits very well with the global optimal parameter.

V. CONCLUSION

we provide asymptotic analysis of the mutual information (MI) of the basic two-hop amplify-and-forward (AF) channel with partial relay selection. We find that the asymptotic formula is powerful not only because of its simplicity and accuracy but also because of its validity as a tool to find the optimal working point for such a system.

APPENDIX

A. Derivation of $\mathbb{E}[|f_m|^2]$ 

$$\mathbb{E}[|f_m|^2] = \int_0^\infty x N e^{-x} (1 - e^{-x})^{N-1} \, dx$$

$$= N \int_0^\infty x e^{-x} \sum_{k=0}^{N-1} \binom{N-1}{k} (-e^{-x})^k \, dx$$

$$= N \sum_{k=0}^{N-1} (-1)^k \binom{N-1}{k} \int_0^\infty x e^{-(k+1)x} \, dx$$

$$= N \sum_{k=0}^{N-1} (-1)^k \binom{N-1}{k} \frac{1}{(k+1)^2}$$

$$= \sum_{i=1}^N (-1)^{i+1} \binom{N}{i} \frac{1}{i}.$$  

(15)

B. Derivation of exact MI 

$$\mathcal{I} = \int_0^\infty \log \left( 1 + \frac{xy}{x + \rho^2} \right) e^{-x} N e^{-y} (1 - e^{-y})^{N-1} \, dx \, dy$$

$$= N \sum_{k=0}^{N-1} \binom{N-1}{k} \int_0^\infty \log \left( 1 + \frac{\gamma_1 xy}{x + \rho^2} e^{-x} (k+1) \right) \, dx \, dy$$

(16)

According to [12, pp.341, Eq. 3.353.5], by integrating with respect to $y$, equation (16) becomes,

$$\mathcal{I} = \frac{1}{\ln 2} \sum_{k=0}^{N-1} (-1)^k \binom{N}{k+1} \exp \left( \frac{k+1}{\gamma_1} \right) \cdot \int_0^\infty \frac{(k+1)(x + \rho^2)}{\gamma_1 x} \exp \left( \frac{\rho^2(k+1) - \gamma_1 x^2}{\gamma_1 x} \right) \, dx$$

(17)

where $E_1(\cdot)$ denotes the $E_n$-function with $n = 1$.

C. Derivation of EVT MI 

According to [12, pp.572, Eq. 4.337.2],

$$\int_0^\infty \log \left( 1 + \frac{\gamma_1 x}{x + \rho^2} \ln N \right) e^{-x} \, dx =$$

$$- \frac{1}{\ln 2} \exp \left[ \frac{1}{(\gamma_1 \ln N + 1)^2} \right] E_1 \left( \frac{1}{(\gamma_1 \ln N + 1)^2} \right)$$

+ \frac{1}{\ln 2} \exp \left( \frac{1}{\rho^2} \right) E_1 \left( \frac{-1}{\rho^2} \right)$$

(18)

$$\int_0^\infty \log \left( 1 + \frac{\gamma_1 x}{x + \rho^2} \right) e^{-x} \, dx =$$

$$\frac{1}{\ln 2} \exp \left[ \frac{1}{(\gamma_1 \ln N + 1)^2} \right] E_1 \left( \frac{-1}{(\gamma_1 \ln N + 1)^2} \right) - \frac{1}{\ln 2}$$

(19)

Where $E_1(\cdot)$ is the exponential integral function. Notice that $E_1(x) = -E_1(-x)$, and substitute equations (18) and (19) in to (13), then

$$\mathcal{I} = \frac{1}{\ln 2} \left( 1 - E_0 \right) \exp \left[ \frac{1}{(\gamma_1 \ln N + 1)^2} \right] E_1 \left( \frac{1}{(\gamma_1 \ln N + 1)^2} \right)$$

$$+ \frac{1}{\ln 2} E_0 \exp \left[ \frac{1}{(\gamma_1 \ln N + 1)^2} \right] E_1 \left( \frac{1}{(\gamma_1 \ln N + 1)^2} \right)$$

$$- \frac{1}{\ln 2} \exp \left( \frac{1}{\rho^2} \right) E_1 \left( \frac{1}{\rho^2} \right)$$

(20)
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