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Abstract

Consider an uplink cellular network shared by a finite number of mobile users with limited batteries. Whenever
the battery drains out, the user pays a fixed price to recharge the battery. Users, assumed to have always traffic
to send, control their transmission power in a noncooperative way. The novelty of our model is in considering the
dynamic game in which the transmission power of a player may depend on the amount of energy left in its battery.
We consider various models and various types of constraints and derive for each one the structure of the equilibrium.
A particular interesting structure is obtained when there are constraints on the maximum transmission power which
become tighter as the battery drains out. Using Schur convexity and majorization, we identify an equilibrium where
each mobile distributes the power of each battery along the battery’s lifetime in a way equivalent to a max-min
assignment.

Index Terms

Dynamic power control; Nash equilibrium; Battery lifetime; Schur convexity and Majorization, Max-min fairness.

I. INTRODUCTION

We examine how mobiles, aware of their remaining energy, adjust their individual power discipline. The per-
formance of each mobile in multi-user wireless networks is significantly affected by the actions taken by other
mobiles. It is well known, for example, that a station that transmits at high power prevents the signal of other
stations from being identified at the base station. In recent years it has been advocated that for scalability reasons,
mobiles should have the freedom to distributively adjust their transmission parameters (such as the transmission
power) for optimizing their own performance. Much research has therefore been devoted over the last decade for the
study of wireless networks through game-theoretic tools. In particular, several papers (e.g., [1]–[4]) have studied
the equilibrium properties of power allocation games. The above papers consider a static setup, where mobiles
adjust their power based on average network conditions. Consequently, an equilibrium is characterized by fixed
transmission powers of all users. Recently, [5], [6] consider the power allocation game under time-varying channel
qualities, which require users to adjust their transmission power as a function of the channel state. These games
result in stationary transmission strategies that are essentially a mapping between the possible channel states and
the set of power levels. In some of the above references, there is an upper bound constraint on the average power
investment of the users. To the best of our knowledge, however, the power-control game literature lacks the explicit
incorporation of the dynamic affect of transmissions on the lifetime of the battery.

In this work we initiate the study of the consequences of the dynamic change in battery-energy on the transmission
strategies and throughput of wireless nodes. Our network model consists of a finite number of mobile users who
transmit to a common base station. Every time that the energy of the battery drains out, the user pays a fixed
price for recharging the battery. Users, assumed to have always traffic to send, control their transmission power in
order to maximize their individual net payoff, which consists of the average throughput (or its utility) minus the
recharge costs. We study here the existence, uniqueness and structure of the equilibrium. To that end, we consider
a variety of possible network configurations, including continuous or slotted time models, continuous or discrete
power levels, and more.
Contribution and Organization. The main results of this work are summarized below.

• We introduce a novel distributed power control problem, where users base their transmission decisions on the
amount of energy remaining in their battery.
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• We prove the existence of an equilibrium point for several network models. In particular, there always exists
a special equilibrium point where users employ regular transmission strategies. Roughly, regular strategies are
such that the variance of the transmission-power sequence is kept minimal. In some cases, the regular strategy
equilibrium reduces to fixed transmission powers for all mobiles.

• We introduce and study a novel framework for power control in cases that battery-dependent constraints are
imposed on the transmission power.

• We show that the equilibrium is in general not unique. This is contrast to most power control games we are
aware of in the literature, where uniqueness holds (e.g., [1], [2], [5]).

Besides the analytical results, we introduce some novel tools for the analysis of power-control dynamic games.
In particular, we apply the theory of majorization and Schur convexity (see Section VI) for deriving the mobile
optimal transmission strategies and proving the existence of an equilibrium.

The organization of the paper is as follows. We present the network model in Section II, addressing both
continuous and discrete time settings. In Section III we show some basic properties that are common to both time
models. Sections IV and V focus on the existence of an equilibrium point under continuous time and discrete time,
respectively. In Section VI we consider the case where additional constraints are imposed on the power selection.
Section VII discusses other user utilities in the context of our model. In Section VIII we show that other equilibria,
besides the regular one, may exist. Conclusions and further research directions are drawn in Section IX.

II. THE MODEL

Basic Definitions. We consider a finite set of N terminals j = {1, . . . ,N} controlling their transmission power.
Each terminal j has an amount of energy Ej when its battery is new (e.g., at time 0). The terminal is assumed to
have always packets to transmit. Each terminal implements a power control policy where the transmission power is
allowed to depend on the energy level of its battery. We shall consider a dynamic power control problem assuming
that the time between two successive replacements of batteries by terminal j is at least some constant sj and at
most a constant Sj . We assume that a battery is replaced only when it is completely empty. When terminal j
replaces a battery then it receives a new battery with the same energy of Ej for a cost of Cj units. A terminal thus
controls both the power as well as the time at which the batteries are changed.

The basic quantity that determines the instantaneous throughput of each terminal is the signal to interference
plus noise ratio (SINR) at the base station. Let P j

t denote the transmission power of terminal j at time t. The SINR
at time t is given by

SINRj
t =

LjP j
t

N0 +
∑

i6=j L
iP i

t

, (1)

where Lj is the gain between transmitter j and the common base station, and N0 is the ambient noise power. We
shall assume that Lj are constant in time. We shall further assume that player j does not observe the battery state
of other users nor their transmission powers.

For each terminal j, let hj(γ) be a continuous, concave increasing function representing the benefit for transmitting
with an SINR of γ. For example, the special case of hj(γ) = log(1 + γ) corresponds to the throughput obtained
under a Gaussian channel, assuming capacity achieving codes. We shall assume in this paper that each terminal
wishes to maximize a time average value of hj(γ) minus the recharge costs of the battery. Using game-theoretic
terminology, we shall refer to this measure as the terminal (or user) utility. In order to formalize the user utility
we require the following notations.

• ζj
t – the number of times that the jth terminal has changed battery by time t.

• ηj
m – the time when the battery of terminal j is changed for the mth time.

• τ j
m – the total lifetime of the mth battery of terminal j.

We shall consider in this paper both continuous and discrete time models, as outlined below.
Continuous Time Model. Mobiles are allowed to adjust their power at any time t. The terminal selection of powers
over time would be often referred to as the terminal’s strategy (or policy). We denote by uj the strategy of mobile
j, and by u = (u1, . . . , uN ) the vector of strategies. Then the additive utility described above is given by

Jj(u) = limT→∞

1

T

∫ T

t=0
hj(SINRj

t )dt− Cjζj
T . (2)
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We may reformulate an equivalent utility, embedded at times in which the battery is changed.

Let Hj
m =

∫ ηj

m+1

ηj
m

hj(SINRj
t )dt. Due to the finite bound on the battery lifetime, the utility in (2) is equivalent to

J̃j(u) = limn→∞

∑n
m=1(H

j
m − Cj)

∑n
m=1 τ

j
m

. (3)

Discrete Time Model. Time is divided to integer slots: t = {1, 2, . . . }. At time t each terminal j chooses a power
of P j

t for transmission, which is kept constant until the next slot. As a result, the remaining energy in the battery
decreases by P j

t . Note that a feasible strategy uj should use power levels that do not exceed the current battery
energy. The corresponding utility for player j is

Jj(u) = limT→∞

1

T

T∑

t=1

hj(SINRj
t ) −Cjζj

T . (4)

Equation (3) holds in the discrete setting as well, however with Hj
m =

∑ηj

m+1−1

ηj
m

hj(SINRj
t).

Nash Equilibrium. As the SINR of each mobile depends on the power decisions of other mobiles, we formulate the
distributed decision problem (under both continuous and discrete time models) as a non-cooperative game between
the N mobiles.

Definition 2.1: We say that u is a Nash equilibrium [7] if

Jj(u) ≥ Jj(ũj , u−j), j ∈ {1, . . . ,N} (5)

for any strategy ũj , where u−j stands for the vector of strategies of all users but the jth one.
User Actions. For the analysis of the noncooperative game defined above, it is sometimes convenient to construct
a decision model for each terminal j embedded at the moments when its battery is changed. An action αj ∈ Aj

for terminal j is defined as a vector αj = (ν(j), P j
t , ∀0 < t ≤ ν(j)), where ν(j) denotes the time till the battery

is changed next (taking values in the interval [sj, Sj ]), and P j
t is the power used by terminal j when the battery

has age t. We use the same notation αj for both time models, yet recall that the transmission power in discrete
time cannot exceed the total energy remaining in the battery. We denote by Aj(s) the set of actions among Aj for
which ν(j) = s.

III. BASIC STRUCTURAL RESULTS FOR BOTH TIME MODELS

We focus in this section on several special cases for which the existence of a Nash equilibrium (5) can be obtained
quite immediately, for both continuous and discrete time. To that end, we introduce the following assumptions:

• Assumption Q1(j): The periods for changing the batteries for terminal j are fixed. In other words, sj = Sj .
• Assumption Q2(j): All terminals but j use constant powers, i.e., for all i 6= j there are constants P i such that
P i

t = P i for all t.
Lemma 3.1: Assume Q2(j) for some j. Then terminal j has a best response strategy (i.e., one that maximizes

Jj) that uses a constant power at any time.
Proof: For any fixed sequence ηj

m, the utility for terminal j is maximized by maximizing Hj
m (in the enumerator

of the utility function corresponding to the embedded problem (3)) for each m. Let Θ be uniformly distributed on
[ηj

m, η
j
m+1). Denote by Eθ the expectation with respect to this distribution, and let ejm denote the total energy that

terminal j uses in period m. Note that Eθ[P
j
Θ] = ej

m

τ j
m

. Now, Hj
m can be written asHj

m = τ j
mEθ

[
hj
(

LjP j

Θ

N0+
P

i6=j
LiP i

)]
.

Applying Jensen’s inequality, we get: Hj
m ≤ τ j

mhj
(
Eθ

[
LjP j

Θ

N0+
P

i6=j
LiP i

])
= τ j

mhj
(

Ljej
m/τ j

m

N0+
P

i6=j
LiP i

)
. We conclude

that Hj
m is maximized by choosing equal transmission powers during the lifetime of the mth battery. They should

be chosen so as to sum to Ej . It remains to determine τ j
m. The utility (3) is clearly maximized by choosing τ j

m ∈ R

for all m where R := argmaxr∈[sj,Sj]
Hj(SINRj,r)−Cj

r , and where Hj(SINRj,r) = rhj
(

LjEj/r
N0+

P
i6=j

LiP i

)
. Since the

set of possible lifetimes is compact (in both continuous and discrete time), there is indeed a best response that uses
a constant power of Ej/R for some R ∈ R. �

The next corollaries follow directly from the above lemma.
Corollary 3.2: Assume that Q1(j) holds for all j. Then there exists an equilibrium in which for each terminal

j, P j
t do not depend on t and are given by Ej/Rj .
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Proof: Immediate from Lemma 3.1 and (5). �

Corollary 3.3: Assume that Cj = 0 for all j. Then there exists an equilibrium in which for each terminal j, P j
t

do not depend on t and are given by Ej/sj .
Proof: Assume that all players other than j use transmission powers that are constant in t. Consider the

embedded model with additive utility. Then Lemma 3.1 implies that the optimal response policy for player j has
the form αj

n = [Rj, Ej/Rj , . . . , Ej/Rj]. Hence the best response for player j is a fixed power. Among all strategies
uj for which the power is constant in time, the utility of player j is obviously maximized with Rj = sj , since
the SINR is maximal with no battery costs involved. Hence at equilibrium we have Rj = sj for every j, and the
transmission power is constant, given by Ej/Rj . �

IV. EQUILIBRIUM FOR THE CONTINUOUS-TIME MODEL

In this section we prove the existence of an equilibrium point (5) for the continuous time model. Specifically,
we show that there always exists an equilibrium point where all terminals use constant transmission powers. We
then show that this particular equilibrium is unique for several utilities that are often used in the literature. The
main result of this section is summarized below.

Theorem 4.1: There exists an equilibrium point for the continuous time model. Specifically, there exists an
equilibrium in which P j

t do not depend on t for every terminal j, and are given by Ej/Rj , where Rj is some
constant satisfying sj ≤ Rj ≤ Sj .

Proof: Assume that each terminal j uses a constant period Rj and a constant power of Ej/Rj .
In other words, αj = [Rj, Ej/Rj , . . . , Ej/Rj ]. Then the utility of terminal j is given by

Jj(Rj) = hj

(
LjEj/Rj

N0 +
∑

i6=j L
iE i/Ri

)

−
Cj

Rj
. (6)

Consider now the (static) game GR in which player j chooses Rj ∈ [sj , Sj ] so as to maximize Jj(Rj). Let
Y j := 1/Rj ; it follows by the continuity and concavity of hj that Jj is concave in Y j and continuous in Y i for
i 6= j. Furthermore, Y j is chosen from a convex and compact set [1/Sj , 1/sj ]. It then follows by Theorem 1 in
Rosen [8] that an equilibrium exists for GR. Noting that every equilibrium of GR is an equilibrium point in our
original game (by Lemma 3.1) concludes the proof. �

We next show that the constant-power equilibrium described above is unique in some cases of interest.
Theorem 4.2: Assume that (i) hj is the identity function for every terminal j, or (ii) hj(x) = log(1+x) for every

terminal j. Then in either case there exists a unique equilibrium among those that have the structure described in
Theorem 4.1 (i.e., the transmission power is constant in time).

Proof: As in the proof of Theorem 4.1, we consider the static game GR where each terminal utility is given
by (6). We then apply known uniqueness results for that GR. In particular, case (i) follows directly from [2] and
case (ii) from [9], [10]. �

V. EQUILIBRIUM FOR THE DISCRETE-TIME MODEL

Mixed Actions. In the discrete case, the action space is not convex since the times at which the battery can be
changed can only take finitely possible values. Thus, a pure equilibrium will not exist in general in the discrete
setting. We therefore consider a larger class of mixed (or of randomized) actions and do so in the context of the
embedded model. However, we wish to avoid working with randomization over the infinite class of policies Aj .
Accordingly, we shall establish the existence of an equilibrium in which each terminal randomizes between a finite
number of actions in Aj .

Introduce the following class ∆j
a of randomized actions. Any element of this class is a vector of the form

(β; {qk}, k = sj, ..., Sj), where β is a probability distribution over the finite set {sj, ..., Sj} and qk ∈ Aj(k). A
randomized action of terminal j thus consists of a randomized choice k of the time interval till the battery is
changed next (the choice is done with probability β(k)) and of the vector qk of powers that the terminal uses
during that interval. A policy uj for player j is a sequence (uj

1, u
j
2, ...), where for each m, uj

m is a randomized
action. We are particularly interested in the class of reduced stationary policies for each player j, denoted by ∆j

s;
a policy belongs to this class if it uses at any time t the same mixed action vj , where vj ∈ ∆j

a.
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We assume that each mobile j does not to observe the actions of (nor the total interference from) other mobiles.
Each mobile is assumed however to know the statistics of the total interference from other mobiles, so that the
utility of the jth mobile (4) becomes

Jj(u) = limT→∞

1

T
Eu

[
T∑

i=1

hj(SINRj
t) − Cjζi

T

]

, (7)

where Eu is the expectation operator with respect to the vector of strategies u = (u1, . . . , uN ).
Existence and Structure of the Equilibrium. We note that if mixed strategies are used by every mobile then each
mobile is not faced anymore with fixed powers sent by other mobiles, so we cannot apply directly our previous
results. However, by allowing mixed actions and consequently replacing utilities by their expectations, we shall be
able to prove the existence of an equilibrium point, by applying similar steps as in the continuous-time case. To
that end, it is required that the distribution of the interference for each terminal would be time invariant. We thus
introduce the following assumption that will play the role of assumption Q2(j):

• Assumption Q3: Each player j uses a policy under which {P j
t } is a stationary process. Moreover, the processes

{P j
t } are independent from one player to another.

Lemma 5.1: Assume Q3. Then every terminal j has an optimal response strategy for which the power process
{P j

t } is stationary and independent of the processes {P i
t } for i 6= j.

Proof: Fix a strategy vector u = (uj , u−j) satisfying Q3, where uj is a strategy for player j and u−j is the
vector of strategies for the other players. Due to the independence of the processes {P i

t } corresponding to different
players i, (7) can be written similarly to (3), namely

Jj(u) = limn→∞
Eu

n∑

m=1




η

j

m+1
−1∑

t=η
j
m

hj(SINRj
t ) − Cj





n∑

m=1

τ j
m

= limn→∞
Euj

n∑

m=1

(Euj

[Hj
m(u−j)|ηj

m, η
j
m+1] − Cj)

n∑

m=1

τ j
m

,

whereHj
m(u−j) = Eu−j

[∑ηj

m+1−1

t=ηj
m

hj(SINRj
t)

]
. We note that the J j(u) depends on {P i

t } (i 6= j) only through

their marginal distribution, and there is no dependence on joint distribution between the processes corresponding
to players i and j. Hence, for any best response of a player, the corresponding power process will indeed be
independent of those of the other players (which is consistent with assumption Q3).

As in the proof of Lemma 3.1, the utility for terminal j is maximized by maximizing Euj

[Hj
m(u−j)|ηj

m, η
j
m+1]

for each m. We shall write the latter as Euj

[Hj
m(u−j)|ηj

m, η
j
m+1] = Euj

[∑ηj

m+1−1

t=ηj
m

φj(P j
t , u

−j)

∣∣∣∣ η
j
m, η

j
m+1

]
, where

φj(x, u−j) = Eu−j

[
hj

(
Ljx

No +
∑

i6=j L
iP i

0

)]
. (8)

We note that φj is a concave function (since hj is). Proceeding exactly as in the proof of Lemma 3.1, we conclude
that the constant power allocation P j

t = Ej

τ j
m

maximizes Euj

[Hj
m(u−j)|ηj

m, η
j
m+1] for each m.

It remains to derive the sequence {ηj
m} and to show that this can be done in a way that the resulting process {P j

t } is

stationary. A sufficient condition for optimality is that τ j
m ∈ R, where R := argmaxr∈[sj,Sj ]

{
φj
(
Ej

r , u
−j
)
− Cj

r

}
.

Let αj(r) ∈ Aj(r) be the action in the embedded model that chooses a battery life time of r and uses at each
time unit the power Ej/r. Let uj(q) ∈ ∆j

a be a randomized action that chooses at each time the battery is changed
between one of the actions αj(r) with probability qj(r). Then if uj(q) is such that qj(r) > 0 if and only if r ∈ R,
it follows that uj(q) is a best response. Since the choices of r are performed independently of each other, the whole
process {P j

t } is stationary ergodic. �

In the proof above, we have identified the best-response randomized action uj(q), which chooses at each time
the battery is replaced a period r (and a corresponding optimal power per slot of Ej/r) with probability qj(r). We
proceed to characterize the structure of qj(r). For a positive real number ρj , define ρj to be the action that chooses
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a period of r = ⌊ρ⌋ with probability ρ− ⌊ρ⌋ and a period of ⌊ρ⌋ + 1 otherwise. Note that ρ ∈ [sj, Sj ]. Denote by
Λj the set of actions ρj . We then have the following lemma.

Lemma 5.2: Assume Q3. Then every terminal j has an optimal response strategy in Λj .
Proof: Follows directly from Lemma 5.1 and from the concavity in terms of 1/r of

Jj(uj(q), u−j) = Eqj(r)

[
φj

(
Ej

r
, u−j

)
−
Cj

r

]
. (9)

�

We next show that there always exists an equilibrium, where each terminal j uses as stationary transmission
strategy which alternates between at most two different periods r.

Theorem 5.3: There is an equilibrium point among the set Λ1 × Λ2 · · · × ΛN .
Proof: Assume that each terminal j is limited to use a strategy in Λj . Note that Jj(ρj , ρ−j) is concave in ρj

(being a piecewise-linear concave function); it can be shown to be continuous in ρi for i 6= j. Since ρj is chosen
from a convex and compact set [sj , Sj ], there exists an equilibrium point in Λ1 × Λ2 · · · × ΛN (by Theorem 1 in
[8]). Using Lemma 5.2 this equilibrium remains so within the larger set of strategies u = (u1, . . . , uN ). Indeed,
since a best response always exists among Λj , no player can profit from a deviation to a strategy not in this class,
and hence this is an equilibrium within the class of all strategies. �

VI. CONSTRAINED POWER STRATEGIES

In the previous sections we obtained optimal or equilibrium strategies that allocate the available battery energy
uniformly in time. There may be cases, however, in which a constant power assignment is not possible. Some
examples are:

• Assume that the maximum power P (E) that can be used decreases (in a continuous way) to zero as the
amount of energy E remaining in the battery decreases to zero (this could be due to an increase in the internal
resistance of the battery as it becomes old).

• Power levels may be discrete. This is the case, for example, in the UMTS standard for cellular telephony in
Europe. If we want the battery to last time T then the optimal power level obtained by dividing the total
battery energy by T need not coincide with one of the available levels.

It turns out that some weaker notions of regularity of power transmission policies could still be useful, and will
allow us to obtain optimal or equilibrium strategies when constant powers cannot be implemented. To that end, we
introduce the majorization order and the class of Schur concave functions. We provide below the basic definitions
and theory that are required for our analysis.

Definition 6.1: (Majorization and Schur-Concave Function [11])
Consider two n-dimensional vectors d(1), d(2). d(2) majorizes d(1), which we denote by d(1) ≺ d(2), if

k∑

i=1

d[i](1) ≤

k∑

i=1

d[i](2), k = 1, ..., n − 1, and
n∑

i=1

d[i](1) =

n∑

i=1

d[i](2),

where d[i](m) is a permutation of di(m) satisfying d[1](m) ≥ d[2](m) ≥ ... ≥ d[n](m), m = 1, 2.
A function f : Rn → R is Schur concave if d(1) ≺ d(2) implies f(d(1)) ≥ f(d(2)).
Lemma 6.2: [11, Proposition C.1 on p. 64] Assume that a function g : Rn → R can be written as the sum

g(d) =
∑n

i=1 ψ(di) where ψ is a concave function from R to R. Then g is Schur concave.
A General Framework for Adding Constraints. Assume that the set of actions available to each terminal is
restricted through constraints, which may reflect technological limitations as exemplified above. Our goal is to
identify best response policies for a player j in the embedded decision model within ∆j

s. This new class need not
contain policies that split the battery energy evenly along the battery’s lifetime. We show below how Majorization
allows to obtain alternative structure for best response and for equilibrium policies.

We focus throughout this section on the discrete-time setting. Assume that Q3 holds. A best response for mobile
j is obtained as in the proof of Lemma 5.1 in two steps: (i) For a given sequence {ηj

m}, compute an optimal power
sequence to be used during the lifetime of the mth battery; and (ii) Obtain an optimal sequence {ηj

m}.
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We mainly consider here the first step. Let Sj(m) be the set of available power sequences of length τ j
m. Terminal

j then seeks for a sequence in Sj(m) that maximizes the expression

ηj

m+1−1∑

t=ηj
m

φj(P j
t , u

−j) (10)

where φj(x, u−j), given in Eq. (8), is concave. According to Lemma 6.2, the expression in (10) is Schur concave.
Therefore any element of Sj(m) that majorizes all others is optimal. We next show how the majorizing sequence
can be efficiently obtained for the case where the transmission power in each slot is bounded as a function of the
remaining energy.
An Example: Energy Dependent Constraints on the Maximum Power. Consider the case where the maximal
transmission power that can be used in a given slot is a function of the remaining battery. As mentioned above, we
are interested in optimizing performance for a given battery lifetime, say s. Accordingly, the relevant time under
consideration is t = 1, . . . , s. Denote by P (e) the maximal power bound, where the energy is e. We assume that
P (e) decreases in e. We further assume the following:

• Assumption Q4: For any player j, if a power assignment Qj
t is feasible, so is the assignment Rj

t = Qj
[t].

In other words, if assignment Qj
t is feasible then so is the permutation of that assignment in a decreasing order.

Theorem 6.3: Assume Q4. Let Ej be the total energy of the battery. Consider sequences of length s, where s
is assumed to be such that all the energy of the battery can drain out during this period by some choice of a
transmission policy. The optimal action for a sequence of length s is given by the following procedure. Initiate
k := s, ek := Ej . While k > 0: P j

k := P (ek/k), ek−1 := ek − P j
k , k := k − 1.

Proof: Due to assumption Q4, it suffices to restrict attention to non-increasing sequences. We shall thus show
that P is majorized by any other non-increasing assignment, say Q. Noting that the minimal power per slot is at
most Ej/s, it follows by Assumption Q4 that

P j
[s]

≥ Qj
[s]
. (11)

Next we show that

P j
s + P j

s−1 ≥ Qj
s +Qj

s−1, implying that P j
[s] + P j

[s−1] ≥ Qj
[s] +Qj

[s−1]. (12)

Assume the contrary: P j
s + P j

s−1 < Qj
s +Qj

s−1. Let R be an assignment given by

Rj
k =






Qj
k for k = 1, 2, . . . , s− 2

Qj
s +Qj

s−1 − P j
s for k = s− 1

P j
s for k = s.

Note that
Qj

s−1 ≥ Rj
s−1 > P j

s−1, (13)

implying that Rj
s−1 = Rj

[s−1]. Then since P is lexicographic maximizer, and since P j
s = P j

[s] = Rj
s = Rj

[s], it
satisfies

P j
s−1 ≥ Rj

s−1. (14)

It follows from the above inequality that R satisfies the power constraints at step s − 1: it clearly satisfies them
for t < s− 1 since Q does, and it satisfies them at time s since P does. The inequalities (13) and (14) obviously
contradict each other, thus (12) holds. Proceeding that way, we establish that P is majorized by any other policy
that satisfies the constraints. �

The procedure suggested above relies on realizing that the transmission-bottleneck occurs at the last time slot.
If it is impossible to assign equal powers to all slots then our recursion starts by assigning the largest value to the
most constrained one. This assignment is also known as the max-min fair assignment.
Existence of Equilibrium. Equilibria policies are obtained by following similar arguments as in the previous
section, except for one additional step. There is a possibility that we did not have before to obtain periodicity. If
a policy uj is periodic then it need not be stationary. For example, if player j uses only one value for all τ j

m,
a periodic sequence {P j

t } can be generated. This can be avoided by shifting the policy by a phase uniformly
distributed over {0, .., τ j

m − 1}.
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VII. ADDITIONAL USER UTILITIES

In this section we consider other user utilities, besides the additive utility (2). Our main focus here is on the
Bit-per-Joule utility, which has been widely used as a performance criterion in shared wireless networks (see [12]
and references therein). We next consider this utility under the continuous time model, given by

Ĵj(u) := limT→∞

1

Ejζj
T

.

∫ T

t=0
hj(SINRj

t )dt (15)

As in previous sections, assume that all users but the jth one transmit with constant powers. Further assume that
user j uses a periodic strategy (there is obviously no advantage in modifying the transmission strategy for different
batteries). Then (15) is equivalent to

Ĵj(Rj) := limn→∞

n
∫ Rj

t′=0 h
j(SINRj

t′)dt
′

nEj
, (16)

where Rj is the period used by user i and t′ ∈ [0, Rj ] is the time index within a period. We can now use the same
argument as in Lemma 3.1, to conclude that there exists a best-response of user j which consists of constant-power
transmission. Consequently, after some simple algebra, (16) can be written as Ĵj(Rj) = Rjh̃j(1/Rj), where h̃j

is a concave function, derived from the original hj , which incorporates the use of constant powers by all users.

Differentiation of the last equation with respect to the period Rj yields ∂ bJj(Rj)
∂Rj = h̃j(1/Rj) − (1/Rj)h̃j′

(1/Rj).
Replacing Y j = (1/Rj) and noting that h̃j(0) = 0, we use the gradient inequality [13] for the above derivative to

conclude that ∂ bJj(Rj)
∂Rj ≥ 0. This inequality is strict if h̃j is strictly concave. Our analysis therefore suggests that

when mobiles adopt (15) as their utility, there is an equilibrium point where all users transmit at constant, low
powers, which correspond to the upper bound on their periods, P j = E

Sj . If there is no effective upper bound on the
period, users are better off transmitting at a power of zero. The above discussion indicates that the use of the bit
per joule as a performance criterion, may lead to inefficiency in network utilization under a distributed framework.
We note that if a Sigmoid function of the SINR is used instead of a concave function (see [12]), other equilibria
are possible. We are currently investigating this extension.

One natural extension to the user model and to the utilities involved is to consider utilities which are a function
not only of the SINR but also of the remaining battery. For example, a mobile user may consider its data rate more
valuable when the battery is about to drain out. This extension incorporates novel theoretic challenges and is an
interesting subject for future research.

VIII. ASYMMETRIC STRATEGIES

The equilibria we have identified so far have consisted of regular power transmission strategies. In the continuous
time model they were in fact constant in time. We have also shown that the equilibrium among those strategies can
be unique. We next show that the equilibrium is not unique in general; other equilibria that are not constant nor
regular may exist.

To illustrate this, assume that we have J terminals each with Ej energy units available for transmission during
a period of duration sj = Sj = s. Define the following policies.

• TDMA policy Divide s into J disjoint time slots with durations T 1, T 2, ..., T J with
∑

j T
j = s. Let player

j transmit during slot j all its energy Ej . (slot durations need not be equal; the transmission power during a
slot need not be identical to all users).

• Randomized ǫ-impulse policies Each terminal j chooses independently of other terminals a random time tj .
For some small ǫ, it transmits all its energy during the time interval [tj , tj + ǫ].

Consider the special case where hj is the identity function (which means that terminals seek to maximize their
SINRs). It can be easily shown that the TDMA policy is both an equilibrium policy as well as an overall optimal one.
We note however that TDMA requires a synchronization or a coordination mechanism in order to avoid overlaps in
the choices of slots. The equilibrium in presence of such a coordination is the well known correlated equilibrium.
In the absence of a coordination mechanism, one can use the Randomized ǫ-impulse policy. As ǫ tends to the limit
zero, the policy converges to an equilibrium one.

Consider also the TDMA policy for the case where hj(x) = log(1 + x) for every terminal j. Assume that the
terminals are symmetric with respect to both their energy (Ej = E), channel gains and transmission periods. For



9

simplicity, let Lj = 1, N0 = 1 and T j = 1 for every user j. We next show that TDMA is an equilibrium policy in
this case as well. To that end, we ignore the recharge cost, as it can not be optimized due to the fixed period. The
utility per-period under TDMA is log(1 + E). If TDMA is not an equilibrium, then some user can shift power of
0 < δ ≤ E to some other slot and improve its utility. This action will result in a utility of log(1+E−δ)+log(1+ δ

1+E
).

However, noting that

log(1 + E − δ) + log(1 +
δ

1 + E
) = log

(
(1 + E + δ)(1 + E − δ)

1 + E

)
= log

(
1 + E −

δ2

1 + E

)
< log(1 + E),

we conclude that the utility can not be improved, hence the TDMA policy is an equilibrium one.

IX. CONCLUSION

We have investigated the interaction between self-interested wireless users, each wishing to maximize its through-
put utility with minimal battery-recharge costs. We studied both continuous and discrete time models. We obtained
interesting structure of equilibrium policies, and in particular, in case where the transmission power may depend
on the remaining battery energy.

We have shown that time-sharing equilibria may exist for certain utility functions. An interesting research direction
is to examine whether additional asymmetric equilibria do exist. One may consider other reception models beyond
the CDMA-based network studied here. In particular, capture models, which sometimes better represent Wireless
LAN systems are of great interest. In these models, the base station can properly receive the signal of a single
station at a time. Consequently, the use of constant powers by all terminals, is inherently not an equilibrium point.
Hence, new solution approaches would have to be obtained.
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