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ABSTRACT

Network virtualization has recently been proposed for the
development of large scale expeental networks, but alsas
design principle for a Futurlaterret. In this paper we describe
the backgroundo network virtualization and extend this concept
into the wirelessdomain, which we denote aadio virtualization.
With radio virtualizationdifferent virtual radio networks can

operateon top of a common shared infrastructure and share the

same radio resources. We predsm this radiaresourcesharing
can be performed efficientlyithout interference between the
different virtual radio networks Further we discuss how radio
transnission functionalitycan be configured. Radio virtualization
provides flexibility in the desigand deploynent of new wireless
networking concepts. lallows customization of radio networks
for dedicated networking servicasreduced deployment costs.

Categories and Subject Descriptors

C.2.1 [Network Architecture and Design§listributed networks,
network topology, wireless communications, C.2.2 [Network
Protocols] Protocol architecture, C.2.3 [NetworkOperations]
Network management, C.2.5 [Local and Wide-Area Networks]
Access schemes

General Terms
Design, Management

Keywords
Network virtualization, Configurable radio network&uture
Internet

1. INTRODUCTION

A number of research initiatives around thlebe are developing
designs for a Future Internet; the objective is oercone
fundamental problems of the current Internet. One of those
problems is the stagnation of technical evolution of networking
functions; network virtualization is proposed as a solution to
overcome this probleniThe numbe of wireless end devices is
alreadynow orders of magnitude larger than the number of fixed
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Internet hosts; the Future Interwétl comprise a large nuiver of
wireless networks, whichwill primarily be connected at the
edges. AnyFuture Internetlesignwill need to take these wireless
networks into accountln this paper we investigate how the
concept of network virtualizatiocan be extended to the wireless
edge. Even more, we discussw radio network virtualization can
be used to accelerate the innovation cycleadfo networksand
how it can be used for reducing the deph@nt costs.

In section 2 we list some deficiencies of innovationradio
networks and present relataglork in section 3. Our radio
virtualization concept is described in section 4, follovsda
discussion and conclusion.

2. DEFICIENCIES FOR TECHNICAL
EVOLUTION OF RADIO NETWORKS

A tremendous amount of effoiis spent on theresearchof
wireless transmission and newoncepts arecontinuously
developed. A non-exclusive list axamples of sucltechnical
conceptsonprises:

smart antenna solutions (MIMO, beanforming,
division multiple access),

gace-

new channel coding schemes,

cooperative transmission sches (e.g. network MIMO,
inter-cell interference coordination),

improved radio linkprotocols, scheduling disciplines and
QoS aware transmission methods,

relaying,
routing,

multi-hop transnission, nesh networking and

new mobility managenent protocols (e.g. proxynobile IP,
fast nobile IP, context transfer),

e integration of rolticast transrission.

Despitethe technical progress, it requires a significant amount of
time before sch technical conceptare integrated into real-life
operational radio networks, if all.aA faster technicakvolution

of capabilities in radio networks could accelethie development

of wireless communications servicasd applications. To make a
comparison with another technical area: the continuous evolution
of the integration density of integrated circuits — following
Moore’s law — leads to a growtlef computing performance that
spurs the development of new software applications. In the
wireless industry in contrast,the evolution of radio networks
tends to be slowethan the development cgles of new data
applicationsand services.As a result, the iplementation and
deployment of advancements iwireless network realizations



sometimes lags behind the dBpmment of the conceptsWe
proposeto use radio virtualization to accelerate the evolution
process and increase the flexibildaf radionetworkinfrastructure

in order to bring more innovation into radio networks.

In the following we degibe two ngjor rea®nsfor the ow pace
of evolution in wireless networks.

2.1 Long Development Cycles

Wireles conmunications systems are complex in nature; a
significant amount ofresearchis required to understand the
behavior and charactetiiss of technical conceptseforethey can

be applied in real sgens. But it is not sufficient to develop and
understanchew technical solutionsAs different components of
wireless communication gsternrs aretypically provided bya large
number of different vendors, and further thesestgms are
targetedto be usedon a global basis, extensive coordination
betweenall involved players is required. This is achieved by
standardization: different ayers worldwide develop ina
consensus-buildingrocess a specification of system components
and functions so that the components of different vendors can b
combined in an interoperable manneOne particular
commplication is the need to emr® that anew technicalfeatureis
compatible with other already existing feature& migration
strategy always needsto be consdered when features are
introduced which are not immediatelgupported by other

components. In some cases the technical solution to ensure th

backwardconpatibility of a new feature can beone conplex
than the new feature itself. Théasdardization procesandthe
subsequent conformance testicmnsume a considerable amount
of time.

In addition to the duration of th&andardization process, further
delayin the marketintroduction of new functionalitys caused by
the actual deplognent. Publicwireless communication networks
aretypically very large, e.g. theyrovide ®rvice over an entire
country. The introductionof a new technical feature into such a
network— or the build-out of a new network — simplyequires a
substantial amount of time.

A reduction of the market introduction time&f technological
advancements is of great benédithe operator. The approach of
radio virtualization can achieve this ligaking radionetworks
shareableand reconfigurable. In thisvay new featuregan be
more easilyintroducedinto existing networks by reconfiguration
rather than replacesnt. Rurther, we wié to enablea gradualand
experimental deplayent of nev features as well as avoid
unwanted interactions with exisg featuresThis helps to reduce
the level of consensus that iequired in the standardization
proces. As a reslit, new featuregan be rore quickly introduced
— e.g. for experimental purposesand possibl\pe further refined
in an iterative ranner.

2.2 Economic Barriers

The introduction of new functionality into wireless
communication networks is also hampered by economic
consderations Apart from the csts implied bythe development
process, the infrastructure costs of a radio network — aliths

e

motivated if a sgnificant shortageof resources is noticed, or a
large dermand for a feature can be anticipated. Thasfurther
intensifiedby the fact that a transmission network (including the
wireless acces) increangly plays the role of a pure bit pipe in
the value chain of an operator. An addedlue of new
functionality canonly be gained if the addition of a feature leads
to traffic growth or reducesvestment or operation costs.

With our novel approach of radigrtualization we aim to lower
this economic barrier of entryfor the deploment of new
technologies. This is achieved bgding increased flexibilitand
reconfigurabilityto easethe introduction of new features, and by
allowing different plagrsto shareinfragructurecods by enabling
them to deploytheir differenttechnical solutions in parallen
shared infraucture. New technical realizationscan be
implementedoy re-using existing infraeucture, therebyeducing
introduction costs.

3. RELATED WORK

The concept of virtualizatiorof communication networks is
recently being conslered asan architectural approach for the
design of the Future Interngt][2][3][4][5] . It has been observed
that new technical concepts — even if walhderstoodand
standardized — are hardlyeing introduced into theore Internet
design angnore[6]. This phenomenon is known essification of

e Internet. It hasal® been claired that therds no single beg
esign for the Future Interngl][7] — different solutions for
different scenarios can be superior. The conagpnetwork
virtualization providesthe bags for an architectur¢hat enables
the deployment of multiple network architecture solutions on top
of a common network infrastruge. Network virtualization
utilizes two well known concept¥he separation and isolation of
different types of traffic ortransmission links iknown from
virtual private network (VPN) technologies. Furthermore,
virtualization technologiesthat are todayused on computing
platforms to inplement logicallyseparateirtual machines on the
same physical hardware remirces such ase.g. XEN [8] or
VMware [9], can also be utilized to virtualize active network
nodes such as routers.. A distinctbifferent approachfor
edablishing logical network architectureswith specific
functionalities are overlay networks (see e[§j0]). Overlay
networks are easilyconfiguralle by establishing required
functionality on dedicated overlay nodes. Also network
virtualizationconcepts have begmoposed as a method to create
overlay networks (e.g.[11]), for example to enable expeenial
testbedson existing infrastructur¢12] [13]. However, overlay
networks are decoupled from the ploal resources. The
characteristicof physical transmission cannot be adapted to the
needs of the overlayapplication. The connectivityand
transmission characterigcs are deterrimed byactiveprobing;this
results in inefficient andmprecise methods for discovemnd
observation of transmission resources — which iganticular
unsuitable in wireless netwia which have limited radio
resources and battersesourcesof mobile devices. What we
denote as network virtualization, in contrast, provides
configurability involving direct interaction with physical

base station sites, antennas, radio control nodes and fixed angesourceslt enables innovation to happen in the network close to

wireless interconnectionlinks — is one of the largest cost
componentsvithin a cellular network. Anyuild-out of the radio
network with new functionalityequires long-ternplanning and
large up-front investment. Suchn investment can onlpe
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network resource management functions, rather tharan
application level overlay. The use of network virtualizaiiothe
context of network experimentation is described e.g. ifiL43]
[15]. Based on a common network infrastructdenotedas



subdrate) a nurhber of virtual networksan becreated.For each
virtual network the following properties need to be determined:

e The subset of nodes and link&the substrate that are part of
the virtual network,

e The functions and communication protocols t#uusedon
the participating nodes,

e The amount of resources alloedto the virtual network on
the participating links and nodes.

A systematic approachto network virtualization requires a
comprehensive virtualization management framework. This
conprises the discovergf resources along with theiapacities,
capabilitiesand locations; the determation of a suitable virtual
network topologyconnecting thenodes and links that shoul
part of the virtual network; and finallyhe instantiationof the
virtual network byallocating resources in the participating nodes
and links, configuring the desired functionalities (e.g. by
downloading custom protocol stacks), andstablishing
connectivity Once the virtual network is instantiatetiditional
management operatiomsay be necesary to re-allocate, add,
remove, or reconfigure resources as required.

The application of virtualization fowireless networks, with soan
focus on WLAN technologies, is discussed16] — & wireless
extension to the GEN#xperimental framewor[l5]. The goal of
[16] is to provide mltiple conarrent experirants on wireless
testbeds, where isolatias e.g.achieved byspatial separation. In
our approach virtual radio networkare pursuedto provide
independent operationaktworkson dhared infragructure, where
the topology and capacityis deternined by the expected traffic
distribution of the end users of the different virtual networks.

The general concept of network virtualization, wsll as our
specific solution of radio virtualizationis based on sharing
network infrastructure. In 3QGwireless networks sharing of
network infrastructure is alreadgpplied (denotedas network
sharing [17][18]) in order to reduce network deploymeststs.
Thereis a substantial differendeetween network sharing in 3G
networks and radio network virtlization. In 3G systems network
sharing is used to allow uttiple operatorsunningservicesover
the same infragructure; the network functionare identical (as
definedby the 3G specifications) for all operators. In our virtual
radio approach we allow diffeme types of functionality being
usedin different virtual radio networks running on top of the
same infrastructure.

A significant amount of researchhas investigated re-
configurability of radio access functions. Thaimfocushas been
on the configurabilityof physical layer functions (ofterreferred

to as software-defined radio), which allows using the sam
hardware and software compaoe for the transmission via
different radio accesdechnology standards. An overview is
provided in [19][20] Considerably less work has been put on the
configuration of radio protocohnd radio network management
functionality. The definition of a generic link lagr, which is
configurable for multiple radio access technologies, has been
proposed in[21][22][23]. Similar work on a generiprotocol
stack has been developed i24][25]. An object-oriented
approach to configuration of a generic protocol stade&ribed

in [26]. The configuration of radiprotocol functions based on
composition of so-calledunctional units has been proposed in
[27][28]; similar protocol configuation methods have been
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described in a more generntextin [29] but al® in earlywork
on modular and efficient protocol implementatif80][31]. A
reconfiguration management pearor reconfigurable networks
has been developed [82]. It differs from virtual radicnetworks
in that it reconfigures an entire infraiscture, whereagadio
virtualization provides independe reconfigurability of each
virtual radio network running on the shareghysical
infrastructure.

4. VIRTUAL RADIO CONCEPT

The provisioning of a mititude of virtual networks with wireless
radio links requires the capability share radio resources while at
the sare time avoidinginterfererte between the different virtual
radio networks. Our approach this problemis to realize the
virtual networks on a commonly shared pital network
infragructure.We assume that a phgical network infragucture is
availableand provided byan infrastructure provider; sufficient
dimensioning of the availability andapacityof the infrastructure
could be achieved based on a demand-driven build-out (e.g.
according to the requets of one or nore virtual network
operators) and/or based on regulatpojicies. The infrastructure
nodes are then responsible for the resoustmring and
interference avoidance betweére virtual radio networks. The
process of sharing and allocating resources belonging
physical radio link (i.e. a radio resource) we refer to as radio
virtualization; the reourcesthat are usd by a particular virtual
network node we refer to aftual radio (i.e. a virtual link). The
virtual instantiationof node functionalityrunning on a phsical
network node we caNirtual node (VN). The coordination and
managenent of physical resource allocation amg a nultitude of
virtual radio nodes is performed layresource allocation control
(RAC) function. A virtual network consists of a set of links and
nodes; byvirtual radio network we refer to a virtual network in an
edge network of the Future Internet that poses nultiple inter-
connected virtual radio nodes.

4.1 Virtual Radio Network s

The deployment of girtual radionetwork is performed in several
steps. An infrastructure owngrovidesa configurable network
infrastructure. Evennetwork node can camise multiple virtual
nodes; the management of thaseual nodes is performed by
virtualization manager as depicted in Fig. 1. The virtualization
manager announces (st®) the capabilities, as well as the
availability of node and link resources &my interestedvirtual
network operator via a virtualization amagenent interface
(VMI). This can e.g. beealzed byposting an offer on a public
resourceexchangeA virtual network operator is an entitthat
desiresto deploy a virtual netwrk. If it wants to include a node
into a virtual network, it contagtthe virtualization manager of
this node and initiates a negotiation process. The negotiation
(steps ©@-8) conyprises the asignment of resurces and
optionally also usage policies and pricing. If the negotiation is
succesful and the virtual network operator accetiits offer (sep
©) the virtualization manager irgsttiates a new virtual nodeth
the negotiated properties and grants it to Wréual network
operator (Fig. 2 step®-©). The virtual node behaves as if it was
a dedicated node owned Hhe virtual networkoperator.In
particular, this includesfull acces allowing the virtual network
operatorto configure the comunication functionality that shall
be performed bythe node(steps®-@). The virtual node then
becongs an active eleent within the virtual network.
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Figure 1. Negotiation of Vitual Network provisioning.

Infrastructure Resource

s 5|5 | Fre
N w|| » || Capacity
! ® e
Virtual ization Manager VMI
. . Operator

Infrastructure Resource

Figure 2. Vir tual Network node configur ation.

A complete virtual network coiss of a number of different
nodes. As explained earlier theetup of a virtual network
compriseghe steps of determining the nodes that are suitable for
the desired comunication need. Fig. 3 depictsuttiple virtual
radio networks thatresharinga common infrastructure; different
nodes maype parbof differentvirtual networks set-up by different
virtual network operators. A virtualetworkdoes not onlycontain
infrastructure nodes, but also euaser devices (where end-users
can be persons, machines, or sersactuators). The largest part
of end-user devices in a Futulaternet will be wirelessly
connected to the network inftascture. $ich nobile terminals
can connect to one orare virtual radio networksaccordingto
their need. Mobile devices can also be re-configurable to be
flexible enough to connect tifferent virtual radio networks. But
also non-configurable devices can exist (e.g. for cost-efficjency
that provide connectivity only to a limited number of specific
virtual radio networks.

Infrastructure
Owner

Virtual Network
Operator A

Physical ™"
Node ‘
‘Configuration
of Virtual Nodes
Mobile T
Terminals nira structure

ot

of
e

Figure 3. Multiple Virtual Ra dio Networks consisting of
virt ual nodes and virtual links.

4.2 Virtual Radio — Radio Resource Sharing
Different virtual radio netwdss instances on a commarode
haveto share the procesng and tranmmission resurcesthat are
available at that node; for wireletisks this requires a sharing of
the radio resurces The accesto the transiission resurcesare
managed according to a utiple access scheen like code-
division (CDMA), time-division(TDMA) or frequencydivision
(FDMA) multiple access; several uttiple accessschenes can
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also be combined. Fig. 4 depicts a generalized partitioning of
radio resources in théme, frequencyand code domain, where
the radio resource blocks are definby the multiple access
schene(s). A difference to mitiple access schesa used in
todays wireless networks is #t radio resource blocks are
allocatedto virtual radio networks rather than to individual users.
The multiple access between different usersttod sane virtual
radio network are handledygarately within each virtualradio
network and within the resourcesatthave been allocated tioe
particular virtual radio network.

3

radio
resource
block

freque ncy

time

Figure 4. Gereralized radio resource partition ing into
resource blocks.

In order to avoid interference betwegansmissions in different
virtual radio networks the acces of the different virtual radio
nodes to the radimesourcess coordinated bya common resource
allocationcontrol (RAC) function, ashown in Fig. 5. This means
that all virtual radio networkse®d to have a camon conpatible
partitioning of radio resourcestmresource blocks according
Fig. 4. Apart from that, diffenet virtual radio nodes can have
differently configured protocols and functions fodata
transmission, virtual-network-iernal network managemendr
virtual-network-internal comdl and resource management.
However, the access to the gloal spectrunresource is still
provided bythe RAC. This certral coordination has several
benefits: it provides efficient age of the resurceswith low
overhead and without contentiorit avoids interference and
collisions between the differentrtial radio networks and thus
provides a high level of predictabilitf the resources available to
each virtual radio node.

VN 1 VN 2 VN 3 VN 4

c-plane u-plane

e []

c-plane u-plane

o] [ ]
==
[e]

c-plane u-plane]

e []

c-plane u-plane

B[]

Figure 5. Different virtu al nodes sharing the radio resources
of the physical node.

4.3 Configuration of Radio Networks

In order to establish the specific functionaldy a virtual radio
network on a phsical node it needs to be configurabks
indicatedin Fig. 5, the configwation of transmission methods can
span over a wide range of functionalitpm the phyical layer up

to higher lagr functions and control functions. The only
theoretical restriction in configurabilityis given by the
coordinated sharing of the pigal resources; this requiresuse



a common structure of radio resource partitioning for \aftual

transfer of a hugaumberof low traffic data sessions and battery-

radio nodes (see Fig. 4) and a coordinated access to radio resouradficient operation of the end nagleExample applications for

blocks via the resource allocation control function.
Configurable functionality of a virtual radisode can conprise

such a virtual network could bedustry automation, logistics or
vehicular applications.

physical layer procedures, such as channel coding, smart antenna,

management (MIMO, beamforng) or cooperative relapg; it
can be link lagr functionality, like (hybrid) autonatic repeat
request (ARQ), space divisionuttiple access (BMA), header
compression schemes, or cipingri or it can be higher laar
functionality such as end-torel naning scheres, inter-donain
gatewayng and routing, netwércoding and ralti-path-routing,
network storage, congestion caitproxying, applicationlayer
adaptation. Apart from data-plane functionalityalso control
functionscan be configured per virtual radio node, for example
local routing and mbility managenent (incl. mesh andad-hoc
routing, nobility managenent optinmzation and contextransfer),
radio-resource management ascheduling (within the virtual
radio), cross-lagr design and dpmization, authenticatiorand
authorization schemes, as wels batterysaving schemes like
discontinuous transission/reception and sleepones.

There are different ways for a virtual network operator to
prograniconfigure and instantiate such functionality avirtual
node. A phgical node can have a libraoy basic functionalinits;
the virtual network operator can thestomposethe desired
functionality by conbining functional units (see e.f27], [30]) —
possibly allowing some user-defed extensions inherited from
base functional units (e.d26]). A difficulty is that certain
functions have high processimgquirements r@d may require
support bydedicated hardware (e.giphering or MIMO). Inthis
case onlya limited set of configable algorithms oprocedures
canbe provided by the pisjcal node, putting soalimitation on
the degree of configurabilityAnother approach is to ake the
virtual node freely programmab#nd a virtual network operator
installs the desired softwareode. To supporspecific tasks
different types of progranmable processing entities can be
provided by the phsical node, ranging from generplirpose
processors to configurable logic like FPGAs (gdg

Wireless Mes h Netw ork Cellular Mobile Network

Figure 6. Example of a phyical radio node being part of tvo
virt ual radio neworks.

Fig. 6 shows an example of two virtual radio netwoplestly
sharingthe sare physical nodesOne radio access node is hereby
part of a cellular virtual radio network (e.g. using cellular
mobility managenent schemes), and also a esh virtual radio
network(e.g.using mesh routing possibbpombined with network
coding and cross-l&y optimization).Similarly, one of the virtual
radio networks could be a virtual network customized for
machine-to-nachine cormmunication that Isares the @me
infrastructure;such a virtual network could be optimized for the
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5. DISCUSSION

The introduction of radio network virtualization can revolutionize
the evolution and usage of wireless networks. It enables an
accelerationof the innovation cgles of wireless transssion
concepts and easesextensibility and evolution of wireless
networks. It allows for infrastaiure sharing, which may allow
reducing network deploymemioss and thus also the price per
transnitted bit. Further, it allowsustomization and pluralism of
networks: a virtual radio netwotirgeted at machine-toanhine

or sensorapplications can be agted to these applications and
requirements,while at the same time another virtual radio
network is optimized for providingnternet services to abile
users. The flexibility of virtualization providesa means for
migration from one network design tanother. For thenew
design a new virtual network is created in parattethe old
design. Initially (e.g. when few endisers own devices that
support the new design) a small@mt of resources iallocated

to the virtual network of the medesign;at a later phase few
repurcesare allocated to the nal network of the old design,
before it is eventually deleted. Similarlyirtual networkscanbe
used for exprimentation of new radio networks designs, running
on real infrafructure et isolated from other operational virtual
networks, and limited in scope bstill affordable due to reuse of
existing infrastructure.

Apart from technical merits, netwonkirtualization can lead to
new business roles byseparating the operation of the ploal
infrastructurefrom the operation of the networking service. This
decouples the life @jesof infrastructure build-out and network
servicedeployment; on a given infrastructure a larger varieof
custonized networks can be provided (litad by the capabilities
of the physical nodes and links). This can affect regulatory
frameworks and opensip the pace for nore “tussles’ [33]. For
exanple, the build-out of phical infragructure determmeswhat
amount of networking capacity available at different regions. In
an open market situation withparate infrastructure and virtual
network providers, infrastructure build-out will only happen
where virtual network operatofsresee a significant demand and
requestinfrastructureavailability. This may lead to regions (like
rural areas)where it is econoroilly unfeasible to provide
network capacityand networking services. The provisiaf
network infrastructure could thestill be provided, e.g. du a
political objective to reduce thdigital divide; infrastructure
could, for example, be subsidizedth taxes or it could even be
state-ownedl Conmpetition between virtual networloperators
would thenhappenonly on the basis of the provided networking
service.

The concept of network virtualization aldwas a number of
drawbacks First, virtualization leads per-se to an increed
overhead due to the partitioning @sourcesOn the otherhand,
this maybe compensated by a certain amount of aggregdtam.
exanple, ingead of a nunber of separate UMTS operators

! This is similar to discussioroundpublic or private ownership
of the power grid, the railay systemor motorways.



building their own physical network and operating in their
licensed frequencpand, an infrastictureprovider could build a
single infrastructure using all UMT$requency bands. This
aggregation would copensate the overhead of partitioniwhen
different virtual radio networkoperatorslea® their &are of
resources. Second, the managenwdntirtualization — including
the negotiation and configurationgmedures (cf. Figs. 1-2), but
alsothe programability of physical nodes — still has to prove its
scalability and performance. On the other hand, virtualization is
increasinglybeing applied withsucces in different areafrom
computing to networking and sidigiant regurcesare devoted to
it. It can be expected that subgial progress in this field wilbe
achievedn the coming wgars. Third, the customization of virtual
networks maylead to a large nuber of different networks. In
particularenddevices will for cat and performnce reasons often

not be fully configurable and instead be dedicated for the use in a

particular virtual network. Foend devices this ray result in
loosing economies of scale, leagito higher costs. On the other
hand, it can be anticipated thatarket forces will limt the
number of virtual networksto a feasible level. Finally
virtualization nay raisesomne concens with respect to liabilityn
ca® that regulatoryrequirenents are asociated with networking
services. A clear separation of liabilityof the infrastructure
provided functionality and the virtual network provided
functionality is desirable. As theirtual node functionalityuns in
virtualized sandboxes on the physical node, thesighynode can
provide limts regarding the functionality that tkétual nodecan
effect (e.g. it canprohibit the virtual node frontransnitting too
high interference into adjacent frequeritand$. For some caes
(e.g. the reliability for emrgencyservices) itmay not be so easy
to identify the responsibility for violating requireamts or
contracts

6. CONCLUSION

In this paper we have presedthe background, motivation and
concept ofradio virtualization, which allows operatinglifferent
virtual radio networks on a common shaiattastructure.This
concept extends virtualizatiordeas proposed for the Future
Internet design into the wirelks domain. Radio virtualization
provides nore flexibility in the design and deploent of new
wireless networking concepts. Itsalallows to custonze radio
networks for dedicated networking services atduced
deployment costs due to the reusfeexisting infrastructure. Radio
virtualizationwill be further developed and evaluated in the new
4AWARD projecton Future Internet desid4], which is funded
within the European"7framework program.
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