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Abstract—In delay tolerant networks, custody transfer
can provide ceitain degree of reliability as a custodian node
cannot discard a message unlessits life time expires or the
custody istransferred to another node after a commitment.
This creates a challenging dedsion making problem at a
node in determining whether to accept a custody transfer:
on one hand, it is beneficial to accept a large number of
messages as it can potentially advance the messages toward
their ultimate destinations and network utilization can be
maximized; on the other hand, if the receving node over-
commits itself by accepting too many messages, it may
find itself setting aside an excessve amount of storage and
thereby preventing itself from receving further potentially
important, high yield (in terms of network utilization)
messages. To solve this problem, in this paper, we apply
the concept of revenue management, and employ dynamic
programming to develop a congestion management strategy
for delay tolerant networks. For a class of network utility
functions, we show that the optimal solution is completely
distributed in nature where only the local information such
as avallable storage space of a node is required. This is
particularly important given the nature of delay tolerant
networks where global information is often not available
and the network is inherently dynamic. Our simulation
results show that the proposed congestion management
scheme is effedive in avaiding congestion and balancing
network load among the nodes.

Index Terms—Delay tolerant networks, congestion man-
agement, revenue maximization

I. INTRODUCTION

Different from conventional networks exemplified by
the Internet, delay tolerant networks often face long
round trip delay, intermittent conredivity, and oppa-
tunistic contads among noaks, which can be tracel badk
to its origin of deg space ommunication [1,4]. Corre-
spondngly, store-and-forward, message-oriented archi-
tedures, in contrast with the dominating end-to-end
architedure of current Internet, are often adopted to
cope with the chall enged environments[2]. In particular,
to enhance end-to-end reliability, custody transfer, is
proposed where the resporsibility for reliable delivery of
a message (often termed a bunde) is gradually moved
toward its ultimate destination in hop-by-hopfashion[2].

Unfortunately, by acceting the austody o a bunde
(in other words, the resporsibility of reliable delivery
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of a bunde), a node may have to store the bunde for
a significant period o time before being able to hand
it over to another node during oppatunistic contad,
as discarding a bunde before its life time epires is
generally prohibited. As a result, the predous gorage
spaceis committed by accepting the austody of abunde
which may likely hinder acceptance of future austody
transfer requests. Therefore, it may not be entirely wise
for a node to openly and widely dedare oneself to be a
willi ng storage device for any set of bundes requested.
Rather, a caefully crafted congestion management strat-
egy is desired in order to effedively manage the storage
cgpadty onanodein delay tolerant networks < that the
network utili zation can be maximized. It is this problem
that this paper aims to address

While anode canat discard the bunde unlessits life
time expires or the austody is transferred to another node
after a commitment, the node indeal has the freedom in
dedding whether to accet the austody in the first place
Consequently, two conflicting forces can be considered
that are governing the receving noc's adions: on ore
hand, it is beneficial to accept a large number of mes-
sages as it can paentialy advance the messages toward
their ultimate destinations and retwork utili zation can
be maximized; on the other hand, if the receving noce
over-commits itself by acceting too many messages,
it may find itself setting aside an excessve anount
of storage and thereby preventing itself from receaving
further potentially important, high yield (in terms of
network utili zation) messages.

In this paper, we appy the concept of reveiue man-
agement, and employ dynamic programning to devdop
a congestion management strategy for delay tolerant net-
works. For a dassof network utility functions, we show
that the optimal solution is completely distributed in
nature where only the locd information such as avail able
storage spaceof a nock is required. This is particularly
important given the nature of delay tolerant networks
where global information is often na available and
the network is inherently dynamic. Extensive simulation
results how that the proposed congestion management
schemeis effedive in avoiding congestion and balancing
network load among the nodks.

Although bunte handling protocols and routing
schemes gedfic to delay tolerant networks have been



extensively proposed [1,11, 14,17-19, few results, asto
the authors' knowledge, exist on hav to handlethe ebove
discussed congestion/resource dl ocaion problem. Given
the plethora of potential applicaions of delay tolerant
networks in various domains, congestion will become
imminent when the network techndogy is succes<ully
applied and proper management schemes are demanded.

The paper is organized as follows. In Sedion Il, we
investigate the related work for delay tolerant networks.
Sedion Il briefly presents some concepts of dynamic
programming and delay tolerant networks. The conges-
tion management problem is formulated in Sedion IV.
In Sedion V, we establish the dynamic programming
formulation for the defined congestion management
problem in Sedion IV. Sedion VI studies the optimal
strategy for congestion management in delay tolerant
network with multiple nodes. In Sedion VII, we use
several simulation scenarios to show the performance
of the derived optima control pdlicies. Sedion VIII
concludes the paper.

II. RELATED WORK

Delay tolerant networks in general have been the
subjed of a wide range of reseach [1,2,7,10,11,14,
16-2Q. Amongthose, a set of papers have focused on
the routing problems[16, 18—2(. In these works, usually
buffer spacein eah noce is asumed to be unlimited
or treaed in an ad-hoc manner, as resource dlocation
is not the key focus there. For example, in [15], it is
asaumed that the send bufer and receve buffer have
limited spacein designing messge ferry route, but the
congestion isale is not addressed.

While the bunde layer employs reliable transport
layer protocols together with custody transfers to offer
hop-by-hop reliability, no end-to-end reliability can be
guaranteed. In [7], the authors have developed adive
recept, passve recept, and network-bridged recept
approaches to offer end-to-end reliability by delivering
an adive end-to-end adknowledgment over the delay
tolerant network itself or ancther network.

It is worth nating that the storage aongestion mitiga-
tion problem is handled in [3]. When custodian node
becomes congested, the authors propose to migrate its
stored messages to aternative storage (usually neighba-
ing nodes) locaionsto avoid losses. The problem of stor-
age ongestionin anode is approached by migrating the
stored data to neighbas. The propased solution includes
a set of algorithmsto determine which messages shoud
be migrated to which neighbas and when. However, this
approach is apassve gproach. In contrast, our approach
is proadive in that ead noce adively makes dedsion
on whether to accept a austody request in order to avoid
congestion. In [4], a financial model based approach is
adopted in addressng the congestion problem in delay
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tolerant networks. The concept introduced there such
as conweyance fee paid by the sender and recever of
a bunde is different from the concepts of benefits of
requests and oppatunity cost proposed in our work. Fur-
thermore, our work achieves distributed optimal solution
when multiple nodes are present.

On the other hand, resource dlocdion hes been the
subjed of extensive study in related overlay networks. In
[9], resource dlocationin overlay networksto proted the
network from being owerloaded is investigated. There,
cost function and benefit function are defined. And
subsequently, the dedsion whether to accept padkets
into the network is made by comparing the benefit of
acceting a padket to cost on relevant paths. However,
the gproach is a cetraized ore since an orade is
needed to compute the st of all li nks in a path. While
the concepts of benefit and oppatunity cost in our work
are similar to the ones in [9], our approadch is based on
locd information of eat node which makesit appliceble
to the dynamic environment of delay tolerant networks.

There dso exist a set of papers dudying that network
cgpadty can be significantly improved by exploring noce
mobility in wireless networks [12,22,23]. For example,
autonamous agents is introduced in [22] as additional
participants in delay tolerant networks. The aents can
adapt their movements in response to variations in net-
work cgpadty and demand to improve network perfor-
mance Delay-throughpu tradeoff is investigated in [23]
in mobile ad-hoc networks under hybrid randam walk
and ore dimensional mobility models. In this paper,
our congestion control strategy is a general approach
independent of mobility model. Instead, it only depends
on the remaining storage spacein recaving nods and
the request reward.

IIl. PRELIMINARIES

Delay tolerant networks have dtraded tremendousin-
terests from the acalemia, military and industry recently.
Interested applicaions include interplanetary networks,
mobile tadicd military networks, communicaion ret-
worksfor remoterural areas, which often consist of wire-
less communications and user mobhility [1,4]. In these
environments, often bulding a standard network with
end-to-end conredivity is impradicd, or transmsson
latencies are inherently high.

In delay tolerant networks, a new protocol layer,
termed the Bunde Layer, is overlayed at the goplicdion
layer or at least above the transport layer [1]. The bunde
layer stores and forwards entire bundes (or bunde
fragments) between nodes. Spedficdly, a node halding
a bunde with custody is cdled custodians. Bundes
are dso cdled messages, which can consist of multiple
pieces of applicationsdata. Usualy, asingle bunde layer



is employed aaoss potentially heterogenous network
domains in order to form a delay tolerant network.

The bunde layer can use reliable transport layer pro-
tocols together with custody transfers to move points of
retransmisson progressvely forward toward the destina-
tion. This property minimizes the number of potential re-
transmisson hoys, and consequently reduces additional
network load caused by retransmisson, and the total time
to conwey a bunde reliably to its destination.

IV. PROBLEM FORMULATION

While nodes in delay tolerant networks may offer
custody transfer, this dedsion is at their own discretion.
Furthermore, a node that has been acceting messages
and correspondng custodies can dedde, on its own, to
ceae the acceting ogion if its locd resources become
substantially consumed. Similarly, the acceting opera-
tion can be resumed at the node when resources beamme
more plentiful after, for example, when certain messages
are succesqully transferred to its downstream nodks.
It is this dedsion as to whether to accet the austody
of a message given the aurrent resource @nstraint we
are adresdng in this paper. In dang so, our goal is
to maximize the overal system benefit subjed to the
constraints of the system resources.

Before procealing further onthe formal model, we re-
mark that routing algorithms can affed the performance
of delay tolerant networks dgnificantly. Unfortunately,
complete knowledge of the delay tolerant network and
routes can often na be known in advance nor are
they static. In order to focus on the buffer management
problem, we follow [3] and separate the management
medhanism from route seledion problem. Their joint
design is our ongdng work and beyond the scope of
this paper.

A. System Model

Withou loss of generdlity, assume that node 7 + 1
is any node to whom node ¢ can forward messages by
custody transfer. Similarly, node s — 1 can be considered
as any nock that wants to forward messages to its down-
strean custodian ¢ during contad oppatunity. Node i —1
sends a request for a new custodian to fulfill the bunde
transfer. It then waits for adknowledgement from its
neighba noce. If node i recaves arequest for custodian
from its neighba node i — 1, it will dedde whether
to accept or rejed the request based on the airrent
avail able storage space and predefined optimal control
strategy. We here assume that the storage spaceis the
key resource @nstraint. Notice that we have not made
any assumption regarding the contads among nodaks and
hence can acoommodate diff erent mohiliti es.

By accepting a bunde, a node acumulate a cetain
amourt of benefit denoted by B;, where B; > 0,
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Fig. 1: Simple DTN Scenario

j € {1,...,m} is the index of the dass of benefit.
The benefit function can be of various forms and corre-
spondngly different optimization gaals can be adieved.
For example, by properly adjusting the benefit function,
performance isaies such as throughpu and fairness can
be addres=d [9].

Notably, the benefit can be afunction o the bunde
size with different weights based on their correspond
ing traffic priorities or traffic types. For simplicity, we
asume that the bunde sizes of different priorities (or
types) are homogeneous in volume and thus indistin-
guishable when filling the buffer if they are acceted. We
also asaume that arrivals of requests for custody occur at
discrete pointsin time, which are cdled dedsion epochs.
Noticethat the arival requests (events) drivethe dedsion
epochs, in other words, the dedsion epochs are not
determined bu rather by the arival requests themselves.
We dso asaume that the departure of a message can
occur at anytime between dedsion epochs.

Over finitely many dedsion epochs, i.e., finite time
horizon, our objedive is to determine the optimal con-
gestion management strategies that maximize the ex-
peded total benefits by accepting/forwarding the bun
dles, subjed to the request and bufer constraints. For-
mally, the objedive isto choose cngestion management
strategies that maximize the total expeced reward over
atime horizon o T dedsion epochs.

T
E Tiut |,

t=1

E 1)

where r, € {B1,Bs,...,Bny}; uy = 1 if the transfer
request isacceted at dedsionepoch ¢, u; = 0 otherwise;
E(-) is methematicd expedation.

We here remark that in this model, for eath hop d
custody transfer, the benefit is acaumulated. And these
benefits are summearized aaossthe whole network over a
finite time horizon. Additionally, unlike many ecnamic
models, our model does not try to read an equili brium
state based on the rationdlity of participant nodes or
influence noncooperative behavior. Rather, the goal is
to optimize the overall revenue by acceting/forwarding
bunde transfer requests under the asssumption of mini-
mally cooperative (norrational) behaviors of nodes [9].

B. Sate Variable and Action Variables

We define the state variable a, to be the remaining
cgpadty at dedsion epoch t. Since we asaume that a
request arrives at a node and drives the dedsion epoch
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Fig. 2: State transition relation

t, message departure can occur between dedsion epoch
t and t + 1 if oppatunistic contad exists between the
current custodian and its future austodian. The remaining
cgoadty in the aurrent node & dedsion epoch ¢ + 1
may include the spacereleased by bundes transferred to
the next custodian during oppatunistic contads. Let the
request size be x; at dedsion epoch ¢, and the released
space aailable for next dedsion epoch ¢ + 1 be byy;.
The transfer relation shown in Fig. 2 can be described
by the following transfer function.

Qi1 = Qg — Wy + by (2

where u; has been defined in (1); b;,1 = 1 if the bunde
is wuccesully transferred to the next custodian, b;,1 =
0 otherwise; z; = 1.

Aswe have said before, storage spacemay be released
in time duration between dedsion epoch t and dedsion
epoch ¢+ 1 due to message departure. Since the released
spaceis only beneficial to arrivals at dedsionepoch ¢ +1
and later, b; 1 isindexed with ¢ + 1.

C. Opportunity Cost and Benefit Function

Our goda is to choose the optima strategies for
maximizing the expeded sum of benefits. Toward this,
we need to consider two conflicting forces. First, it
is wasteful to commit resources to requests that are
not “desperate” for that resource, i.e., not enjoying the
maximal possble benefit from occupying the resource
Seowmnd it is equaly dangerous to gamble that eat
resource can be occupied with maximal benefit gained
without knowing the sequence of requests coming in the
future. The key asped of the éowe situations is that
eath dedsion can na be viewed in isolation since one
must balancethe desire for high benefit request with the
undesirability of low future benefit request.

We use oppatunity cost and benefit function to bal-
ance the a&owe two conflicting forces. The oppatunity
cost measures the value of the storage caadty, which
is the benefit that may be lost by higher benefit request
as a result of consumption o the above resource by the
lower benefit request. Theoreticdly, the oppatunity cost
can be captured by defining a value function Vi (+), which
measures the optimal expeded benefit as a function of
the remaining cgpadty a; at dedsion epoch ¢ [5]. The
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oppatunity cost is then the diff erence between the value
function at a; and the value function at a; — 1, that is,
Vi(ar) — Vi(ar — 1). Obviously, the theoreticd analysis
of the optimal control strategies will heavily rely on the
value function V; ().

On the oontrary, the benefit function, as we have
discussd before, denates the gain of moving a bunde
to the next hop. It can be defined acording to users
spedfications in the systems (for example a a function
of the bunde size ad type). While there is no strict
limitation to choose benefit function, the doice of
benefit function shoud guaranteethat the value of benefit
function and oppatunity cost are comparable.

V. SINGLE NODE CONGESTION CONTROL

In this =dion, we will focus on the dedsion for
custody acceptanceregjedion for asingle node. The cae
for multiple nodes will be studied in the next sedion.
Toward this end, we present a dynamic programming
approach to the problem formulated in the previous
sedion.

Dynamic programming can hande situations where
dedsions are made & dedsion epochs. The outcome of
eat dedsion may not be fully predictable but can be
anticipated to certain extent before the next dedsion is
made. The objedive usualy isto minimize a cetain cost
or maximize a cetain reward. At ead dedsion epoch,
dynamic programming technique ranks dedsions based
on the sum of the present cost/reward and the expeded
future cost/reward, assuming opimal dedsion making
for subsequent dedsion epochs [6]. Our technique will
follow this doryline & well.

Recdl that the value function V;(-) denctes the value
of the remaining capadty at dedsion epoch ¢, that is, the
value of remaining cgpadty at dedsionepoch ¢ is Vi (a;).
We assume that the probability of an arrival of class j
at dedsion epoch ¢ is denoted by p;(t), and at most one
request arrives in ore dedsion epoch. Subsequently, we
easly have 37" | p;(t) < 1.

Evidently, the arival probability may vary with dea-
sion epoch ¢, and hence the mix of classes that arrive
may vary over time. This varying probability will not
aff ed the optimal control strategies, but it will i ncur extra
computation.

For now, let us assume that a dedsion epoch will be
driven by a request of one message, that is, at most one
message arives in one dedsion epoch (the cae for a
request with multiple message austody transfers will be
discussd in V-B).

Let r, be arandom variable, with r, = B; if arequest
for class j arrives at dedsion epoch ¢, and r, = 0
otherwise. Note that the probability P(r; = B;) = p;(t).
Our god is to maximize the sum of the aurrent reward



and the reward to go, i.e,,

max
uy €{0,1}

{Ttut + Vira(ar — Utxt)} 3

Since z; = 1, we can rewrite (3) as

max
uy€{0,1}

{Ttut + Vi1 (ar — ut)} 4)

Intuitively, the @owve objedive function targets at
adhieving a balance between the aurrent reward (r; =
Bj) for accepting arequest and the potential value (V;41)
of the remaining storage spacein a node (posshly used
for later bunde accetance). For optimal value function
Vi(at) @ dedsion epoch ¢, we have the following ex-
presson.

Vi(at) =E| max {T“t( Jue + Vipa(ar —ug) | (5)

ur€{0,1
Given the finite horizon being considered, the bound
ary condtions are

Vi(0)=0, t=1,...,T

and
VT(GT) =Trr.

Here rp stands for a salvage reward for the remaining
amourt of resource d the end o the time horizon. If
ar = 0 then r = 0; if ar # 0, we asme that
rr is a concave function o the remaining cgpadty ar
such as piecewise linea function. This assaumption will
guarantee that the optimal value function V;(-) is also
concave.

A. Optimal Srategy for Accepting Custody Transfer

In this subsedion, our goal is to prove the following
theorem regarding the optimal policy for the congestion
control.

Theorem 1. For a classj request with reward r, = B;
arriving a dedsion epoch ¢, it is optimal to accept the
request if and orly if

re > AVigr(ar) (6)

This theorem adually denotes that for a request,
if the benefit (r;) is greder than its oppatunity cost
(AVii1(ar)), the messsge shall be acceted and the
dedsion adually is optimal.

To do this, we first prove Lemma 1-3 that will be
employed to deduce epresson suitable for proving
Theorem 1.

Lemma 1. If x,y are integers, and x > y, we have

S AV®H

k=r—y+1

Vi(z) = Vi(z —y) +
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where AV, (k) = Vi(k) — Vi(k —1).

Proof:
Vi(z) = Vi(z) — Vi(z — 1) + Vi(z — 1)
=Vi(z) = Vi(z — 1) + Vi(z — 1) = Vi(z — 2)
+ Vil —y) + Vi(z —y)
=Vilz—y)+ > AV
k=z—y+1
(7
| ]
Lemma 2
uggﬁ}{ﬁu + Vipr(z —u)} = Viga(z)
+ uléf}%’i}{(” AVipi(z))u}
where AV, 41 () = Vi1 (2)— Vg1 (x—1) isthe expeded

marginal value of remaining capacity in dedsion epoch
t+ 1.

Proof: From Lemma 1, it is apparent that

Vit1(z) =Viqi(z —y

Z AVigpi(k)  (8)

k=z—y+1

In equation (8), nate that if y = 0, the last summation
disappeas. Let y = u, then we have

S AV

k=z—u+1
Asu can be 0 or 1, (9) can be dhanged to

Viri(@ — u) = Viga(z) — AViga(z)u

Vit1(z —u) = Vigi(z) —

(10)
By (10), the expresson

max {ru+ Viy1(z —u)} (11

ue{0,1}
can be rewritten as

max {riu+ Vi1 (z —u)}
ue{0,1}

= Vi
ug}{%xl}{rtu + Viga(z) —

p— V —
i1 (2 )+ug%§}{(rt

AVipr(z)u}
AVip(x))u}

|
By Lemma 2, the Bellman equation (5) can be rewrit-
ten as

Vilar) = E [m{x O+ Vi o - utﬂ
Vi (a) ”EL {07 Aml(at))ut}}
a2

Andas aresult, we can now prove Theorem 1. We will
use mathematicd inductionto prove Theorem 1. In order



to prove the above theorem, it is necessary to investigate
the concavity of the value function V;(-) and AV;(-). To
do so, we nedal the Definition 1 and Lemma 3.

Definition 1. A function defined on the set of non
negative integers ¢ : Z, — R is concave if it has
norincreasing dfferences, that is, g(z + 1) — g(z) is
nonincreasingin z > 0.

The &owve definition can be considered as a discrete
version o concave definition o a continuouws function
defined onR. Additionally, we dso present thefollowing
lemma from [5].

Lemma 3. Suppee g : Z, — R is concave Let f :
Z. — R be defined by

fx) =

for any given p > 0 and nonmgative integer m < z.
Then f(x) is concavein = > 0 as well.

_max_{ap+ g(x— a)}

=U,1,...,

Interested readers are referred to [5] for details on
the proof of Lemma 3. Using Lemma 3, we will prove
Theorem 1 below.

of Theorem1: Wefirst provethat the function V; (z)
is concave in z. The proof is by induction at dedsion
epochs. Note that in the terminal dedsion epoch 7, there
are two posshiliti es: the first one is that ar = 0, then
Vr = 0; the second ore is that ar # 0 and then rp #
0. For the second case, we assume that the remaining
cgoadty receaves a salvage reward that is concave in
ap. For the éowve two cases, Vi (ar) is concave in ar.

Asame V;14(z) is concave in = at dedsion epoch
t+ 1. By Lemma 3, we can easly know that

E| max {r:(t)us + Viz1(ar —us)}
ut €{0,1}

isconcave. Thereasonisthat it is Smply the expedation

of max,, c(o,13{r¢(t)us + Vit1(ar —uy)} based onthe

probability P(r, = B;) = p,(t). Therefore, we conclude

that V;(x) is concave.

We can aso prove that AVi(z) > AViii(z) by
way of induction. The intuition o this inequality is that
the marginal value & any given remaining cgpadty x
deaeases with time.

From the &owe agument, we car know that the
optimal value V;(a;) at dedsionepoch ¢ can be adieved
if and oy if 7, > AVii1(as). [ |

B. Discussion

In this subsedion, we first analyze the properties of
setting a fixed oppatunity cost, then discussthe case of
a request with multi ple mesgjaes custody transfers.

Note that AVii1(a;) is a function o a, that is,
the oppatunity cost dynamicaly varies with remaining
cgoadty of a,. The oppatunity cost increases as the
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remaining capadty deaeases. While setting a fixed op-
portunity cost to accept or rejed a request is smple, to
be dfedive, the oppatunity cost must be updated after
accetingarequest or forwardingamessge. Withou the
ability to make oppatunity cost a function o available
storage space however, a smple static oppatunity cost
is indeed a dangerous form of control [5]. If the static
oppatunity cost is too low, then there is no dfference
between the request with low reward and the request
with high reward. If the static oppatunity cost is too
high, then most of the requests will be rejeced even if
the utili zation o resources in nodes is very low.

In the aowve discusson, for the sake of simplicity, we
have dso asaumed that only a request of one message
arrives at a dedsion epoch. Indeed, the gpproach can be
easily generalized to the scenario where arequest with
multi ple messages can arrive & a dedsion epoch. If a
request contains multiple messages, the recaving node
may dedde to partially accept any quantity ¢ in the range
0 < ¢ < @ given the number of messsges @ > 1. In
this case the analysisin V-A dtill halds by serializing the
messages and applying the aowve steps. In other word,
a request drives a dedsion epoch, acceting noce then
serializes all messages contained in arequest with certain
rules. The optimal control strategies can dedde whether
eah messge can be acceted or not one by ore based
on the dynamic oppatunity costs.

However, a request may contain custodian transfer for
multi ple messages and the request must be satisfied in
an all-or-nore basis. In other words, given a request
containing @ > 1 messges, al  messages or nore
must be acceted. In this case, the value function may
not be cncave. The margina value of cgpadty may
adually increase [5], and the congestion management
strategies developed in V-A may not be optimal. To
addressthis isaue, we first must spedfy the distribution
of groupsizesto model how much demand we have from
groups of various szes. This in fad does nat incresse
the theoreticd difficulty. The difficulty lies in that the
value function may not be cncave which can make the
optimality isaue intradable [5,15]. We leave this as the
subjed of our future study.

We dso remark that the benefit functionitself does not
address the issue aou how the request is forwarded.
On the oontrary, the route itself shal be dedded by
the routing algorithms In other words, we rely on the
routing algorithm to prevent the loops or tossng badk of
messages for artificial benefit inflation.

V1. NETWORK CONGESTION CONTROL

In the abowve sedion, we have studied the optimal
congestion control palicy for a singe node case. In this
sedion, we first extend the aove dynamic programming
based approad to network capadty control with multiple



resources, then develop the congestion control palicy for
delay tolerant networks with multiple nodes.

A. Optimal Policy with Globd Information

Suppase that the network has n nodes and there ae
m requests. Each request may need a combination o
resources onthe n nodes. Define an incident matrix A =
[@in]nxm, Where a;, = 1 if resource on nock [ is used
by request 4 and a;;, = 0 otherwise. As a result, the A™
column of A, denoted by A;, is the incidence vedor
for request h; the I™ row, denoted by A!, has an entry
of one in column h correspondng to a request h that
uses resourceon nock (. If the network topdogy is fixed
and routing peth is predefined, we can easily construct
incidence matrix A with appropriate dimensions based
on schemes that the requests use the resources.

Demand in period ¢ can be modeled as the redization
of a singe randam vedor B(t) = (Bi(t),..., Bn(t)).
If By (t) = By, > 0, arequest h arrives and the benefit
to accet it is By; if By(t) = 0, then there is no request
with type of h. A redizaion B(t) = 0 means that there
is no request at time period ¢.

The state of the network can be described by x(t) =
(21(t),...,2,(t)), where x,(¢) is the remaining bufer
capadty of resourceon noce! at time period¢. Let uy, ()
be dedsion variable for request at time period ¢. uy, (t) =
1 if request & is accepted in time period ¢, upn(t) = 0
otherwise. The dedsion to accept, uy(t), is a function
of the remaining capadty vedor x(¢) and kenefit B), of
request h, that is, up(t) = up(t,x, Bp). Since we can
accet at most one request in any period, if the aurrent
remaining cgpadty is x(t), then the following condtion
shoud be satisfied: x(t) > Ay,.

Similar to Sedion V, let V;(x) denote the optimal ex-
peded revenue to go. Then V;(x) satisfies the following
Bellman equation.

max

Vi =E
t(x) Lhe{o,l}

{Bh(t)uh + Vig1(x — Ahuh)H

(13
Appropriate boundry condtions for the ebove Bellman
equation can be set at dedsion epoch 7' provided that
the salvage benefit at dedsion epoch T is concave.
Subsequently, as in V-A, we car ohktain the optimal
control for the above equation as

1 if By > Vig1(x) = Vigi(x — Ay)
and A, < X(t)
0 otherwise.

Uh(t7 X, Bh) -

(14
The idea behind the above optimal control padlicy is that
accepting arequest h with benefit By, if and ony if there
are sufficient remaining capeacities in relevant resources
and kenefit is greater or equd to the oppatunity cost to
occupy the storage spaces.
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The structure of the value function for network cese
(13) is smilar to the value function for the single node
(5). However, thisis partialy resulted from the sssump-
tion that global information is avail able and centralized
cdculation can be performed. This framework used in
Revenue Management is most likely impradicd for
delay tolerant networks where the network is potentially
highly dynamic in amost every asped.

B. Distributed Optimal Policy

The &owe analysis follows the dassc revenue man-
agement with an urredistic assumption on the avail-
ability of global information. Furthermore, even if the
global information were available, the potentia large
dimension o the state space would often render the
solution hopeless in pradice Fortunately, the unique
setup o delay tolerant networks naturally provides an
approach toward distributed solution based on system
decomposition.

The key for distributed solution is the independence
of the resource requirement at ead noce in the network.
In conventional resource management strategy, the re-
sources are requested simultaneously at multiple nodes
in order to pave the end-to-end path. This is adualy
reflected in the éowve analysis when global information
is available. In such a scenario, if one of the node
could nat fulfill the request, the request acually will be
rejeded. Fortunately for delay tolerant networks, end-to-
end peth is often na present and hopby-hopforwarding
and control is employed. Once the bunde is transferred
to ancther hop, the resource originally occupied will
bemme immediately available. Whether this transadion
will be exeauted will solely depend on the receaving
noce.

Based on abowve discusson, a request in de
lay tolerant networks can be expresed as A; =
0,...,0,1,0,...,0), where A; is arequest vedor that
custody transfer is requested on nock j. Withou losing
generality, we asaume that the value function V,;(x)
has a gradient VV;,,(x). In other words, the value
function V;11(x) is differential with resped to vedor
x. Formally,

Vig1(x) = Vipa(x — 4y)
~ VVLL(x)A4;
=Y mi(t.x) =m(t,x)

i€A;

(19

where 7 (t,x) = aizjvtﬂ(x) is the oppartunity cost of
nocke j at dedsion epoch ¢ + 1.

From the éove equation, we ca seethat the oppa-
tunity cost evidently depends on the format of the utility



function. Assume that ;41 (x) has the following format

Vipr(x) =Y Vi (@) (16)
i=1

where V/'(z;) is the value function o node i at

dedsion epoch ¢+ 1. Then, from (15) and (16), we have

7Tj (t, X)

B o O
= %thH(x) = o, ;Vt-&-l(xi) (17)

~ Vtﬂ-l(xj) - Vtﬂ-l(xj -1)

From (17), the oppatunity cost of node j at dedsion
epoch t + 1 only depends its remaining storage space

In the aowe discusson, we ssame that the value
function V;,1(x) is differential with resped to vedor
x. If the value function V; 11 (x) is nat differential with
resped to vedor x, gradient VV;1(x) can be replacel
by subgadient, it will not affed the outcome except
introduwcing extra computation [8].

From Theorem 1 and (17), the congestion control
policy in nock j is as follows.

re > AVY (25) (18)

where AV, (x;) = Vi (2;) = Vi (; — 1). This
policy can adiieve network level optimality given the
value function presented in (16).

One reason to choaose the value function such as (16)
is that we consider delay tolerant networks where nodes
maximize a @mmon additive value. Each nock hasinfor-
mation orly abou its value comporent, and maximizes
that comporent while exchanging information between
any two noces only during their oppatunistic contad.

If we dhoose genera value function aher than the
format of (16), the key paint is dill on hav to compute
the oppatunity cost. From (15), we cax know that the
oppatunity cost of node j at dedsion epoch ¢t + 1
depends on the remaining storage spaces in other nodkes.
Sinceitisnot pradicd for ead noce to have information
abou other nodes in delay tolerant networks, this is
another reason that we empaly the value function as in
(16).

For general value function, we can use some deampo-
sition approach to decompase the general value function
into the format as in (16). The decomposition is at the
expense of losing some network information. We will
addressthis issle in the future.

VII. SIMULATION

We developed a discrete event-driven simulator based
on DTN simulator to evaluate our congestion manage-
ment strategy [24]. The simulator implements congestion
management strategy as proposed in the previous sdion.
To isolate the dfed of link bandwidth on congestion
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TABLE |: Simulation Parameters

Parameter Value
Simulation field size 3000 x 3000 (m?)
Transmission range 150 m

Number of static nodes 6/8
Number of mobile nodes | 40/50

management strategy, we assame that ead link has
infinite bandwidth.

A. Smulation Sttings

The simulated network consists of static nodes, des-
tination, and mobile nodes distributed in a 3000 by
3000 x 3000 m? field. Static nodes are randamly dis-
tributed in the field and generate messages following
poison processes. Eadch static node can generate five
clases of request messages, ead with average gener-
ation probability of 0.2 message/second Mobile nodes
function as relay nodes and their mobhility follows the
randam-way-point model with randam initial location as
well. The randam way point model employed for mobile
nodes has a moving speed unformly distributed in [0.2,
0.5] meters/s and the pause time of a stop is uniformly
distributed in [1, 2] seconds. The destination noce has
unlimited storage cgadty andis randamly located in the
field and realy to accept messages during oppatunistic
contads. The storage cagadty in ead mohile node has
a size of 50 messages. Since messages have to traverse
lower layers of the network, they are ultimately subjed
to the restrictions there in term of maximum padket
size For example, on most IP networks it is sfest
to asuume that single pacet shoud be less than 1500
bytes long Therefore, we assume that ead message has
a size of 1500 byes [17]. We consider two scenarios
with different mobile/static node mix: scenario 1 with
40/6 mix and scenario 2 with 50/8 mobhile/static mix
respedively. The parameters are summarized in Table |.

We assaume that there is an orade for message routing.
The orade knows everything and can distribute routing
information around the network [17]. Notice that the
orade is only resporsible for message routing. Conges-
tion control in ead nock is addressed by congestion
management strategy.

Fig. 3 shows a snapshoat of the network. Here, desti-
nationis marked as D, static nodes are marked S1 — S6,
mobile nodes are indexed 1-40, and the lines dand for
existing links between nodes.

The main performance metrics of congestion man-
agement strategies in the simulation are throughpu of
the simulated network and the buffer utili zation in eadh
noce. In order to evaluate the performance of our pro-
posed scheme, we compareit (with dyrnamic oppatunity
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Fig. 3: Nodes position snapshot at 600s for 40/6 noce
mix for case listed in Fig. 5.

cost based on remaining storage space with a static
congestion management strategy, where the oppatunity
cost isfixed in ead nock, under the same routing scheme
described above. We employ the function w log 2, where
w is an adjustable weight, x is the remaining capadty
of a node, to compute the salvage reward of remaining
amourt of capadty, the reason to choaose such function
is to guaranteethat the salvage reward is concave in the
remaining amourt of capadty at the end o time horizon.

B. Simulation Results and Discusson

As we have discused, we separate the aongestion
management mechanism from the route seledion prob-
lem. Routing algorithm is based on the orade in the
system. Fig. 4 shows the distribution o hop-count
of messages of two different mobile node/static node
mixes under different congestion pdicies (scheme with
dynamic oppatunity cost and scheme with static op-
portunity cost). From Fig. 4, we can see that there is
no significant difference in hop court among several
simulation scenarios.

0.18|

0.16]
0.14]

0.12)

0.

ntage

< 0.08]

€

2 006
0.04

0.02)

B 10 12 14 16 18 20
Number of hop

Fig. 4: Hop court distribution

Fig. 5 show snapshots of buffer utilization uncer the
two control policies with 406 node mix at 600s. Fig 5a
is the snapshat of buffer utili zation with arrival density
A1 = 1/2 of 6 pdson processes. Fig. 5bis the snapshot
with message arival densty A\; = 5/9 of 6 pason
processs. Fig. 6 showsthe snapshats of buffer utili zation
with 508 noce mix at 600s. Fig. 6a is the snapshot of
buffer utilization with arrival density A; = 1/2 of 8
poison processs. Fig. 6b is the snapshot with message
arrival density A\ = 5/9 of 8 pdsn processes.
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Fig. 5: Load distribution in nocdes - 40/6 node mix
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(b) traffic generated at constant speed 5/9 message/s
Fig. 6: Load distribution in nocdes - 50/8 node mix

S

From Fig. 5 and 6, we can seethat control padlicy with
dynamic cost can achieve much evenly balanced loads
and higher utilizaion in al the nodes of the network
and better throughpd. Since anode can na predict
the coming request in advance, if the oppatunity cost
is fixed it is posdble to rejed the request even if the
utili zationis dill | ow. Thereforeit is a dangerous control



to set a fixed cost to oktain optimization solution in
revenue and uilization [5]. On the contrary, dynamic
policy can adapt the oppatunity cost in a node based
on varying storage space ad the space usage can be
optimized.

Fig. 7 shows noce utili zation and throughpu for 40/6
node mix at 600s, where simulation condtions are the
same as those of Fig. 5a except that traffics are generated
at constant rate (0.5 message/second) from the static
nodes. Form Fig. 7, we can seethat the dynamic palicy
can achieve better buffer utili zation and throughpu than
the static policy even in this extreme case. For other
scenarios, we have very similar results that are omitted
here due to spacelimitation.
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Fig. 7: Load distributionin nodes - 40/6 node mix (traffic
generated at constant speed 0.5 message/s)

VIl . CONCLUSION

In this paper, we have developed an optimal conges-
tion management strategy for delay tolerant networks
based on the concept of revenue management and dy
namic programming. Relying orly on the information of
locd storage space our scheme ca be realily applied
to the dynamic and dften unpedictable environments
of delay tolerant networks. Our simulation results how
that the proposed congestion management strategy can
effedively outperform smple static, threshold based
scheme.

In ou future work, we plan to study how to jointly
addressthe congestion management and routing issue in
delay tolerant networks.
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