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ABSTRACT
In this paper, a congestion-aware downlink scheduling for IEEE 802.16j multi-hop relay networks is proposed. In the mechanism, a relay station (RS) can report its queue status of each downlink connection to the upstream station. Based on the reported information, the upstream station may properly schedule its downlink transmission and hence the system performance benefits. We focus on the following three issues to achieve the goal. First, to find a congested queue, we develop a measuring method to monitor queue status in a RS. Then, a report system is designed to carry the information. Finally, a congestion-aware downlink scheduling algorithm of a MR-BS and RS is devised to properly schedule the downlink transmission. According to the NS-2 simulation results, the proposed scheme effectively mitigates the congestion problem in a RS and improves the system performance. Compared with the contribution of downlink flow control presented in the IEEE 802.16j task group, the proposed scheduling scheme is able to increase the network throughput up to 60.11% and reduce the dropping ratio up to 26.21%.
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1. INTRODUCTION
Wireless Metropolitan Area Networks (WMANs) are getting considerable attention in recent years because they can provide broadband wireless services over a large coverage area between network users and Internet Service Providers (ISPs). WMANs complement the existing last mile wired networks such as cable modem and xDSL. Due to the upcoming air interface technologies which promise to deliver high transmission data rates, WMANs become an attractive alternative. The Worldwide Interoperability for Microwave Access (WiMAX), based on the IEEE 802.16 standard, is presented as a technology that plays a key role in WMANs.

The IEEE 802.16 standard [1] specifies two basic operational modes: Point-to-MultiPoint (PMP) and Mesh (Optional). In the PMP mode, Subscriber Stations (SSs) or Mobile Stations (MSs) are organized into a cellular-like structure and connected to the Internet via the Base Station (BS). The BS controls the communications with multiple SSs in both downlink (DL) and uplink (UL) directions. By contrast, SSs can communicate directly with other stations in the Mesh mode.

However, due to significant loss of signal strength along the propagation path and the power constraint of MSs, the coverage area for a specific high data rate is often limited by the geographical size. Conventionally, this problem has been addressed by deploying BSs in a denser manner. However, this approach is less desirable for network operators because of high-cost BSs. Recently, a relay-based approach can be adopted to improve this problem. The IEEE 802.16j Multi-hop Relay (MR) task group attempts to amend the current IEEE 802.16e-2005 [2] standard and provides an attractive solution for the coverage extension and throughput enhancement [9, 10, 11]. The task group mainly introduces a low-cost a relay station (RS) to relay packets between a MR-BS and MSs. For providing backward compatibility, MSs existing in conventional IEEE 802.16 should be still available in IEEE 802.16j MR networks. Compared with the Mesh mode, IEEE 802.16j has been identified with a better feasibility and efficiency due to the similarities in the MAC and PHY layers.

In IEEE 802.16j multi-hop relay networks, a RS may adopt distributed scheduling algorithms to arrange transmission time for each downstream RS and MS. In some scenarios, a RS should buffer packets for its downstream RSs and MSs. For example, when a MS wants to handoff or goes into the power saving mode. However, a MR-BS cannot perceive the queue status of its downstream RS. Packets may be continu-
using sent from the MR-BS to a congested queue. It may result in a serious congestion in the RS.

In this paper, we investigate and devise a congestion-aware downlink scheduling for IEEE 802.16j multi-hop relay networks. In the proposed mechanisms, a RS can monitor its queue status of each downlink connection and report the connection state to its upstream MR-BS or RS. Therefore, a measuring method is designed to calculate the average queue length of each downlink connection. Furthermore, a report scheme is developed to carry the measured information to the upstream stations. The upstream MR-BS or RS can properly schedule its downlink transmission based on the reported message. Compared with the downlink flow control [18] presented in the IEEE 802.16j task group, the simulation results show that the proposed mechanism is able to increase the network throughput up to 60.11% and decrease the dropping ratio up to 26.21%.

The rest of this paper is organized as follows. In Section 2, we introduce the background knowledge of IEEE 802.16e-2005 and IEEE 802.16j. The congestion-aware downlink scheduling algorithm is proposed to solve the congestion problem in Section 3. In Section 4, we show the simulation results to discuss the performance of our mechanism. To demonstrate the efficiency, we compare the proposed scheme with the downlink flow control [18]. Finally, the conclusions and future work are given in Section 5.

2. RELATED WORK

This section provides an overview of the IEEE 802.16e-2005 and IEEE 802.16j specifications relevant to the scheduling and data transmission at the MAC layer. In addition, we describe the downlink flow control that is proposed in the IEEE 802.16j task group. For further details related to the IEEE 802.16 standard, please refer to [2, 3, 14].

2.1 IEEE 802.16e-2005

Two primary channel access mechanisms are defined in the IEEE 802.16 specification: Orthogonal Frequency Division Modulation (OFDM) and Orthogonal Frequency Division Multiplexing Access (OFDMA). We mainly focus on the OFDMA air interface in this paper. In the PMP mode, downlink (from BS to SS) and uplink (from SS to BS) data transmissions occur in separate subframes. In the downlink subframe, a BS transmits a burst of MAC Protocol Data Units (PDUs). Since the transmission is broadcasted, all SSs listen to the data transmitted by the BS. A SS only requires to process PDUs that are addressed to itself. On the other hand, a SS transmits a burst of MAC PDUs to the BS in a Time-Division Multiple Access (TDMA) manner in the uplink subframe. Downlink and uplink subframes are duplexed using Frequency-Division Duplex (FDD) or Time-Division Duplex (TDD).

The MAC protocol is connection-oriented. All connections for both data transport and management are unidirectional. A downlink and an uplink subframe are concatenated in a MAC frame, as shown in Figure 1. A MAC frame is a unit of time used for representing the transmission status between a BS and SSs. Each frame consists of a preamble, MAPs, a number of downlink and uplink bursts, transition gaps and a ranging region. The preamble helps SSs perform synchronization and channel estimation. The DL-MAP and UL-MAP messages notify SSs of the bursts allocated to them in the downlink and uplink direction, respectively. The transition gaps (i.e. TTG and RTG) give the stations sufficient time to switch from the transmission mode to reception mode, or vice versa. The ranging region is provided for new SSs joining the network. At the beginning of each frame, the BS schedules the downlink and uplink transmissions according to the connection queues and bandwidth requests, respectively. The scheduled results are included in the DL-MAP and UL-MAP messages and broadcasted by the BS. Each SS gains the transmission interval by decoding the messages.

![Figure 1: An OFDMA frame in TDD mode.](image1)

Five scheduling services are defined in the IEEE 802.16e-2005 specifications in order to meet the QoS requirements of varied applications. Those are Unsolicited Grant Service (UGS), Real-Time Variable-Rate (RT-VR), Extended Real-Time Variable-Rate (ERT-VR), Non-Real-Time Variable-Rate (NRT-VR), and Best Effort (BE). The scheduling services represent the data handling mechanisms supported by the MAC scheduler. Each connection is associated with a single scheduling service. A scheduling service is determined by a set of QoS parameters. These parameters are managed using the exchanges of MAC management messages.  

2.2 IEEE 802.16j

The sample topology of IEEE 802.16j multi-hop relay network is shown in Figure 2. There are two kind of wireless links specified in the draft: access link and relay link. A BS that is capable of supporting multi-hop relay is called MR-BS. The access link is either a downlink or an uplink direction between a MR-BS and a MS defined in the IEEE 802.16-2004 specification. The relay link is used for relaying data between a MR-BS and a MS or between a pair of RSs.

![Figure 2: The multi-hop network topology.](image2)
The OFDMA is the channel access mechanism of PHY layer in the IEEE 802.16j draft [3]. A new frame structure as shown in Figure 3 is presented, where each downlink subframe or uplink subframe is divided into access zone and relay zone. The access zone and relay zone are used for access links and relay links, respectively. Each DL/UL subframe may have more than one relay zone. There are two types of RSs have been defined: non-transparent RS and transparent RS. The non-transparent RS works as a BS at the access zone, hence a MS can recognize the RS. This type of RS is allowed to transmit its own preamble, MAPs and other management messages to MSs over the access zone. The non-transparent RS acting as a MS switches to the receiver mode at the DL relay zone and the transmitter mode at the UL relay zone. For the transparent RS, it does not have its own preamble and MAPs. It looks transparent to MSs and only relays data for the MR-BS and MSs.

There are two scheduling modes described in the latest IEEE 802.16j draft: centralized scheduling and distributed scheduling. The centralized scheduling is that a MR-BS determines the bandwidth allocations and generates the corresponding MAPs for all access and relay links in the MR-cell. For the distributed scheduling, the MR-BS and each RS in the MR-cell determine the bandwidth allocations and generate the corresponding MAPs for the access and relay links of downstream stations. The non-transparent RS can transmit its own preamble and other management messages so that it can adopt the both scheduling schemes. The transparent RS only uses the centralized scheduling because it cannot produce the control messages.

A downlink flow control contribution [18] has been proposed in the IEEE 802.16j task group to mitigate the above issue. To prevent the congestion occurs in a RS, a new header is defined to allow RSs informing the upstream RS or MR-BS of its credit. In this contribution, the credit represents the state of the flow control protocol and number of bytes of downlink traffic that the upstream RS or MR-BS can send to the downstream RS. Nevertheless, it does not provide per queue information of each downlink connection. A MR-BS may still transmit packets to a congested connection as usual. It will result in a severe packet dropping situation. Accordingly, a more detailed study to resolve the flow control issue in IEEE 802.16j multi-hop relay networks is needed.

3. PROPOSED SCHEME

In this section, based on the considerations described in Subsection 2.3, we propose a congestion-aware downlink scheduling that consists of the following three mechanisms:

1. A queue status measurement method that is needed by a RS to contiguously monitor its each downlink queue in order to find out the congested connection.

2. A report mechanism is developed for notifying the upstream MR-BS or RS of the congested connection.

3. A downlink scheduling algorithm that is designed to schedule the downlink connections appropriately based the received message.

3.1 Queue Status Measurement

To detect the congested connection, the RS needs a method to obtain the status of each downlink connection. We modify the Random Early Detection (RED) [8] algorithm to estimate each downlink connection. The adjusted pseudo code is presented in Figure 4.

![Figure 3: The frame structure for IEEE 802.16j multi-hop relay networks.](image)

![Figure 4: Queue status measurement.](image)
In the first place, \( w_q \) is an important factor in our proposed mechanism. If \( w_q \) is too large, the transient congestion in RSs cannot be eliminated by the EWMA equation. Nevertheless, if \( w_q \) is set too low, the EWMA equation is unable to detect the initial congestion in RSs. In this study, we set the value of \( w_q \) to 0.002 that is the same as the setting of RED algorithm [8]. Then, the values of \( MR_{\text{min}} \) and \( MR_{\text{max}} \) need to be decided. By the equation (1) and the value of \( w_q \) is set to 0.002, if the queue length is continually increased from 0 to 50 packets, the average queue size (\( \text{avg} \)) is raised from 0 to 3 packets approximately. Assume that the RS’s queue size is set to 50 packets. We can set the \( MR_{\text{min}} \) to 3 packets and the \( MR_{\text{max}} \) to triple of \( MR_{\text{min}} \). Since it expresses that the packets are accumulated and the queue may be overflow. According to the above description, the RS can assign the downlink connection to the following three states:

- **NORMAL**: it represents that the queue is not congested.
- **PRE-CONGESTION**: the queue may be congested soon.
- **CONGESTION**: it depicts the queue in congestion state.

### 3.2 Report Mechanism

After the RS obtains the status of each downlink connection, it must notify the upstream MR-BS or RS of the information. The upstream station can schedule the downlink connections based on the reported message. Hence, the reported mechanism needs to be developed. In the previous subsection, we have specified the three states for each connection. Therefore, the report message needs to contain two bits to represent the three states. Furthermore, the RS has a responsibility to inform the upstream MR-BS or RS of the congested Connection ID (CID). To sum up, the reported information should consist of the measured status (2 bits) and the connection ID (16 bits) at least.

In the IEEE 802.16 specifications, the Extended Subheader Field (ESF) bit in the MAC header is defined to indicate the extended subheader group is presented, and is applicable in the both DL or UL direction. If the ESF bit is set to 1, the extended subheader group will follow the MAC header immediately. The extended subheader group is composed of extended subheader group length (8 bits), extended subheader type (7 bits) and extended subheader body (variable). By using the ESF, we can create a congestion-aware extended subheader as shown in Table 1 to inform the upstream stations of the connection state and the connection ID.

### Table 1: Congestion-aware extended subheader

<table>
<thead>
<tr>
<th>Name</th>
<th>Length</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Connection state</td>
<td>2 bits</td>
<td>0b00: NORMAL</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0b01: PRE-CONGESTION</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0b10: CONGESTION</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0b11: Reserved</td>
</tr>
<tr>
<td>CID</td>
<td>16 bits</td>
<td>Connection ID</td>
</tr>
<tr>
<td>Reserved</td>
<td>6 bits</td>
<td>Reserved</td>
</tr>
</tbody>
</table>

The state transition diagram for each downlink connection is shown in Figure 5. When the connection state changes, the RS should notify its upstream station of the connection state. Because the RS also needs to relay the uplink packets to its upstream station, it can embed the congestion-aware extended subheader in the packet of the current uplink connection. The RS can inform the upstream station of the congestion information through this report manner. On the other hand, the EWMA scheme is adopted to calculate the average queue length of each downlink connection. The main advantage of EWMA is to eliminate bursty. For that reason, the connection state may not be changed violently.

![Figure 5: The state transition diagram of a connection.](http://dx.doi.org/10.4108/ICST.WICON2008.4794)
reported message, it schedules the downlink connections based on the connection state.

2. A Pause Counter (PC) is added to each queue. When the scheduler serves a queue \(i\), it will not to schedule the packets in queue \(i\) and subtract \(PC_i\) from one if \(PC_i\) is greater than zero.

3. A procedure is designed to update the pause counter of each downlink connection based on the connection state.

\[
\text{as the scheduler serves connection } i
\]
\[
\text{if } Queue_i \text{ is not empty then}
\]
\[
\text{if } PC_i == 0 \text{ then}
\]
\[
\text{updatePC(}Queue_i\text{)}
\]
\[
\text{while } DC_i > 0 \text{ and } Queue_i \text{ is not empty do}
\]
\[
\text{packetSize = size(head(}Queue_i\text{))}
\]
\[
\text{if } packetSize \leq DC_i \text{ then}
\]
\[
\text{dequeue(}Queue_i\text{)}
\]
\[
\text{else}
\]
\[
\text{break}
\]
\[
\text{end if}
\]
\[
\text{end while}
\]
\[
\text{if } Queue_i \text{ is empty then}
\]
\[
\text{DC_i = 0}
\]
\[
\text{end if}
\]
\[
\text{else}
\]
\[
PC_i = PC_i - 1
\]
\[
\text{end if}
\]

Figure 6: The proposed scheduling scheme.

We specify the operation of proposed scheduling scheme by using the example shown in Figure 7. Firstly, in Figure 7(a), the scheduler adds Q (500) to DC (0) of CID1. Since the DC (500) is greater than the packet size (200) in the head of CID1 queue, this packet should be scheduled to transmit. However, the pause counter of CID1 is equal to one, the proposed scheduling scheme subtracts the value of PC from one and skips the connection CID1. In Figure 7(b), the PC of CID2 is equal to zero and the value of DC is not less than the packet size (500) so that the packet is scheduled to transmit.

The pause counter of each downlink connection is updated by the upstream station according to the following principles: if the state is NORMAL, the upstream station sets the pause counter to zero. It represents that the bandwidth is not controlled, and the scheduler serves the connection normally. The pause counter is set to one if the connection is in the PRE-CONGESTION state. It means that the bandwidth allocation for this connection is cut by half in the state. If the state is CONGESTION, the upstream station sets the pause counter to 25. In the next subsection, we will discuss the value of pause counter in different situations.

Based on the above description, the proposed congestion-aware downlink scheduling has the following benefits:

- Low complexity: The proposed scheduling scheme inherits the low complexity of DRR algorithm. Consequently, it is easy to be implemented in the MR-BS or RS.

- Congestion aware: The downstream RS can report the state of the congested connection. The upstream station schedules the downlink connections according to the reported information. The proposed pause counter is able to stop the transmission of congested connection temporarily in order to mitigate the congestion problem of the downstream RS.

- Fairness: The proposed mechanism keeps the fairness of each connection depends on the deficit counter and the quantum.

3.4 Discussion of Pause Counter

In this subsection, we discuss the value range of pause counter in the different QoS requirements. There are five scheduling services defined in the IEEE 802.16 specifications. Each scheduling service is associated with a set of QoS parameters including minimum reserved traffic rate, maximum sustained traffic rate, tolerated jitter or maximum latency. Therefore, some principles of the pause counter values should be discussed according to the QoS parameters.

The bandwidth for connection \(i\) should be allocated by a upstream station as follows:

\[
B_{\text{min}} \leq B_{\text{allocated}} \leq B_{\text{max}},
\]

where \(B_{\text{min}}\) is the minimum reserved traffic rate, \(B_{\text{allocated}}\) represents that the allocated bandwidth, and \(B_{\text{max}}\) is the maximum sustained traffic rate. We assume that \(B_{\text{allocated}}\) is the bandwidth allocation when the value of pause counter is greater than zero. Therefore, according to the above considerations, the following inequality should be satisfied:

\[
(B'_{\text{allocated}} = \frac{B_{\text{allocated}}}{PC_i + 1}) \geq B_{\text{min}},
\]

The bandwidth allocation controlled by the pause counter is greater than or equal to the minimum reserved traffic rate.
Accordingly, the value range of pause counter for connection $i$ is given as follows:

$$0 \leq PC_{i,t} \leq \frac{B_{\text{allocated}}}{B_{\min}} - 1 \tag{4}$$

Some scheduling services have the requirements of maximum latency or tolerated jitter, such as UGS, RT-VR and ERT-VR. Hence, we need to take the two restrictions into account when calculating the value range of pause counter. The latency is the time interval between the packet received in the transmission station and the reception of the packet in the peer station. The pause counter directly affects the queuing delay. Therefore, the following inequality needs to be satisfied:

$$PC_{i,t} \cdot FD + T_{\text{delay}} \leq L_{\max}, \tag{5}$$

where $FD$ is the frame duration, $T_{\text{delay}}$ is the communication delay consisting of processing delay, queuing delay, transmission delay and propagation delay, and $L_{\max}$ represents the maximum latency. The tolerated jitter represents the maximum delay variation for this connection. Assume that $T_{\text{delay}}$ of each packet is equal. Accordingly, based on the maximum latency, the pause counter needs to satisfy the following inequality:

$$|(PC_{i,t} - PC_{i,t-1}) \cdot FD| \leq J_{\text{tolerated}}, \tag{6}$$

where $PC_{i,t}$ is the value of pause counter at the $t$ interval, and $J_{\text{tolerated}}$ is the tolerated jitter.

4. PERFORMANCE EVALUATION

In this section, we present the performance evaluation in detail. First, the simulation environment including the parameter setting of MAC and PHY layers is described. Then, we evaluate the performance of the proposed mechanism and compare with that of the downlink flow control in different simulation scenarios.

4.1 Simulation Environment

In order to evaluate the proposed mechanism, we have modified the NIST WiMAX module [5] in the NS-2 simulator. The modified module supports the simulation of the IEEE 802.16j multi-hop relay networks. The MAC layer includes the main functions of the IEEE 802.16j draft, such as downlink and uplink transmissions for access links or relay links, management and transport connections, and ranging periods. The PHY implementation is OFDM. The size of OFDM symbol and the bandwidth support for different modulation and channel coding schemes are specified in Table 2. The system parameters in the NS-2 simulator are listed in Table 3. The MR-BS and RS allocate the frame structures for the TDD mode. The packing and fragmentation in the MR-BS or RS are disabled in all simulation scenarios. Automatic Repeat reQuest (ARQ) is not implemented in our simulation. The UDP protocol is adopted at the transport layer, and the packet size is set to 128 bytes. The sending rate of CBR traffic is set to 500 Kb/s. The VBR source is a Pareto distribution ON-OFF source with shape parameter 1.5. During ON periods, the VBR source sends data at 1 Mb/s. The average sending rate of VBR source is set to 500 Kb/s.

4.2 Simulation Scenario 1

Table 2: Symbol size for the OFDM PHY

<table>
<thead>
<tr>
<th>Modulation &amp; Coding</th>
<th>Symbol size (bits)</th>
<th>Bandwidth (Kbps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPSK-1/2</td>
<td>88</td>
<td>1573</td>
</tr>
<tr>
<td>QPSK-1/2</td>
<td>184</td>
<td>3289</td>
</tr>
<tr>
<td>QPSK-3/4</td>
<td>280</td>
<td>5005</td>
</tr>
<tr>
<td>16QAM-1/2</td>
<td>376</td>
<td>6721</td>
</tr>
<tr>
<td>16QAM-3/4</td>
<td>576</td>
<td>10332</td>
</tr>
<tr>
<td>64QAM-2/3</td>
<td>760</td>
<td>13585</td>
</tr>
<tr>
<td>64QAM-3/4</td>
<td>856</td>
<td>15301</td>
</tr>
</tbody>
</table>

Table 3: Parameters setting in the NS-2

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>PHY</td>
<td>OFDM</td>
</tr>
<tr>
<td>Frequency bandwidth</td>
<td>5 MHz</td>
</tr>
<tr>
<td>Frame duration</td>
<td>8 ms</td>
</tr>
<tr>
<td>Frames per second</td>
<td>125</td>
</tr>
<tr>
<td>Symbols per frame</td>
<td>143</td>
</tr>
<tr>
<td>Connection queue size (BS)</td>
<td>100 packets</td>
</tr>
<tr>
<td>Connection queue size (RS)</td>
<td>50 packets</td>
</tr>
<tr>
<td>Duplex mode</td>
<td>TDD</td>
</tr>
<tr>
<td>Packing/fragmentation</td>
<td>ON</td>
</tr>
<tr>
<td>DL ratio</td>
<td>0.5</td>
</tr>
<tr>
<td>DL access ratio</td>
<td>0.5</td>
</tr>
<tr>
<td>UL access ratio</td>
<td>0.5</td>
</tr>
</tbody>
</table>

The network topology used in the first simulation scenario is depicted in Figure 8. The network includes one MR-BS, one RS, two hosts and two MSs. Both the MS1 and MS2 are connected to the MR-BS via the RS. The two hosts are attached to the MR-BS using wired links. Each MS establishes a pair of data connections for downlink and uplink to the MR-BS through the RS. When the simulation starts, the Host1 and Host2 transmit the CBR or VBR traffic using the UDP protocol to the MS1 and MS2, respectively. In this scenario, the MS1 communicates with the RS using different modulation and coding schemes listed in Table 4. For instance, the MS1 transmits or receives data using the QPSK-1/2 mode from 20 to 30 seconds. It should be noticed that the MS2 always uses the 64QAM-3/4 mode in this scenario. The purpose of Table 4 is to make the congestion happened in the RS so that we can estimate the performance of the congestion-aware downlink scheduling (CA) and the downlink flow control (DLFC).

![Figure 8: Network topology for scenario 1.](image-url)
Table 4: Modulation and coding scenario.

<table>
<thead>
<tr>
<th>Simulation time (s)</th>
<th>Modulation and coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>10 - 20</td>
<td>64QAM-3/4</td>
</tr>
<tr>
<td>20 - 30</td>
<td>QPSK-1/2</td>
</tr>
<tr>
<td>30 - 40</td>
<td>BPSK-1/2</td>
</tr>
<tr>
<td>40 - 50</td>
<td>QPSK-1/2</td>
</tr>
<tr>
<td>50 - 60</td>
<td>64QAM-3/4</td>
</tr>
</tbody>
</table>

number of dropped packets to the number of received packets. The time interval from 0 to 10 seconds is left for the RS and MSs to join the network. From 10 to 20 seconds, the bandwidth is sufficient to support the data transmission, and no packet is dropped. With the modulation and coding scheme changes, the packets begin to be accumulated and dropped in the RS. The proposed mechanism can stop the transmissions of congested connections, and the saved bandwidth can be allocated to other connections. However, the mechanism of downlink flow control cannot perceive the congested connection, and the upstream MR-BS or RS may transmit the packets to the congested queue. The improvements of throughput and dropping ratio for CBR and VBR traffic are listed in Table 5. Overall, comparing to the downlink flow control, the proposed mechanism can increase the throughput up to 60.11% and decrease the dropping ratio up to 14.21% for the CBR traffic. For the VBR traffic, the throughput can be increased up to 51.18% and the dropping ratio can be decreased up to 10.09%.

4.3 Simulation Scenario 2

In this simulation scenario, the network topology is shown in Figure 13. The network consists of one MR-BS, two RSs, four hosts and four MSs. Each MS joins the network through their upstream RSs. The four hosts are connected to the MR-BS using wired lines. As the simulation starts, all hosts transmit the CBR or VBR traffic to the MSs using the UDP protocol, respectively. In this scenario, the MS1 and MS3 communicate with their upstream RSs using the scenario that described in Table 4. The MS2 and MS4 always adopt the 64QAM-3/4 mode. We implement the proposed mechanism in the RS1, and the RS2 adopts the downlink flow control scheme. The purpose of this scenario is to estimate the system performance when both schemes operate in the same network.
Table 5: The improvements for scenario 1.

<table>
<thead>
<tr>
<th>Network throughput</th>
<th>Time (s)</th>
<th>CBR</th>
<th>VBR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20 - 30</td>
<td>53.52%</td>
<td>23.06%</td>
</tr>
<tr>
<td></td>
<td>30 - 40</td>
<td>60.11%</td>
<td>51.18%</td>
</tr>
<tr>
<td></td>
<td>40 - 50</td>
<td>52.97%</td>
<td>37.34%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Dropping ratio</th>
<th>Time (s)</th>
<th>CBR</th>
<th>VBR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>20 - 30</td>
<td>4.72%</td>
<td>6.46%</td>
</tr>
<tr>
<td></td>
<td>30 - 40</td>
<td>14.21%</td>
<td>10.09%</td>
</tr>
<tr>
<td></td>
<td>40 - 50</td>
<td>4.60%</td>
<td>4.36%</td>
</tr>
</tbody>
</table>

in Figure 14 and 15, and the simulation results of dropping ratio are shown in Figure 16 and 17. From 10 to 20 seconds, the bandwidth is enough to support the data transmission, and no packet is discarded. With the modulation and coding scheme changes, the packets begin to be dropped that results from the temporary reduction in the capacity of access links. As the two schemes operate in the same network, our proposed mechanism outperforms the downlink flow control in terms of throughput and dropping ratio. The improvements of throughput and dropping ratio are listed in Table 6. Overall, by using the proposed scheduling scheme, the throughput can be increased up to 46.49% and the dropping ratio can be decreased up to 26.21% for the CBR traffic. For the VBR traffic, the proposed mechanism can increase the throughput up to 59.34% and decrease the dropping ratio up to 14.74%.

4.4 Simulation Scenario 3

We present the fairness feature of the proposed scheduling scheme in this simulation scenario. The network topology is similar to Figure 8. It consists of one MR-BS, one RS and a number of MSs and hosts. Each MS is connected to the MR-BS through the RS. These hosts are connected to the MR-BS using the wire links, and transmit the VBR traffic to the MSs using the UDP protocol. In this simulation, the average sending rate of VBR source is set to 30 Kb/s. During ON period, the VBR source sends data at 60 Kb/s. It should be noticed that the RS and MSs use the 64QAM-3/4 mode to communicate with the MR-BS and RS, respectively. In order to verify the fairness feature of the proposed scheduling scheme, we adopt the widely used Jain’s fairness index [12]

given by:

\[ F = \frac{[\sum_{i=1}^{N} X_i]^2}{N \cdot \sum_{i=1}^{N} X_i^2}, \]  

(7)

where \( N \) is the number of the considered MSs and \( X_i \) is the average throughput of the i-th MS. When the throughputs of all stations are the same, the fairness index is equal to 1.

From the simulation results shown in Table 7, we can find that the proposed scheduling scheme is able to preserve the fairness when the number of MSs is increased. This is because our proposed scheme inherits the good characteristics of DRR algorithm and keeps the fairness of each downstream station.

5. CONCLUSIONS

We propose a congestion-aware downlink scheduling for IEEE 802.16j networks in this paper. In the mechanism,
states. As the average queue length exceeds the defined queue length of each queue and monitor each connection, the adjusted RED algorithm is used to measure the average threshold, it represents that the connection is congested. The RS uses the congestion-aware extended subheader to inform its upstream MR-BS or RS of the connection ID and the transmission of congested connection according to the reported state. Therefore, the saved bandwidth can be allocated to the normal connections to improve the network performance. We have modified the NIST WiMAX module to support IEEE 802.16j networks. Simulation results show that the throughput and dropping ratio are increased and reduced, respectively. Our future work is to investigate and devise the optimal pause counter by using the mathematical analysis.

### Table 6: The improvements for scenario 2.

<table>
<thead>
<tr>
<th>Time (s)</th>
<th>CBR</th>
<th>VBR</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 - 30</td>
<td>46.49%</td>
<td>21.48%</td>
</tr>
<tr>
<td>30 - 40</td>
<td>41.25%</td>
<td>59.34%</td>
</tr>
<tr>
<td>40 - 50</td>
<td>34.44%</td>
<td>10.37%</td>
</tr>
</tbody>
</table>

### Table 7: Fairness index.

<table>
<thead>
<tr>
<th>Number of MSs</th>
<th>Fairness</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>0.998</td>
</tr>
<tr>
<td>10</td>
<td>0.998</td>
</tr>
<tr>
<td>15</td>
<td>0.995</td>
</tr>
<tr>
<td>20</td>
<td>0.997</td>
</tr>
<tr>
<td>25</td>
<td>0.997</td>
</tr>
<tr>
<td>30</td>
<td>0.997</td>
</tr>
<tr>
<td>35</td>
<td>0.999</td>
</tr>
<tr>
<td>40</td>
<td>0.996</td>
</tr>
<tr>
<td>45</td>
<td>0.997</td>
</tr>
<tr>
<td>50</td>
<td>0.997</td>
</tr>
</tbody>
</table>
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