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ABSTRACT

NCTUns is a Linux based netwoskmulator/emulator whiclhas

a great deal of features such tae possibility to execute real
world applications without mofications,and provision to model
awide range of network devicesing real TCP/IP network stack.
However NCTUns onlysupportssimulation/emulation ofmobile
hosts insead ofmobile networks. Hence, usinghe conventional
NCTUns, it is not possible to mddmore elaborated cenarios
including C4I2SR sstems which have mobile networks, for
exanple, aircrafts with internal embedded networks
communicating with external netwkr (terrestrial controtenter).
Motivated by this restriction, we propose and describe an
extension of NCTUns in order to allow thmodeling and
emulation of sgtems which requé two instances oNCTUns.
The exten®n allows the emlation of C412R systens scenarios
with video stream and composed of mobile networksing
distributed conputers The gproach permits improving the
confidence on the modeling.

Categories and Subject Descriptors
1.6.3 [Simulation and Modeling]: Applications.

General Terms
Algorithms, Design, Experinmgation, Verification.

Keywords
C412R, NCTUns, emulaton, mobile networks.

1. INTRODUCTION AND MOTIVATION

C4I12SR (acronsn for Command, Control, Communications,
Computers, Intelligence, Information, Surveillance and
Reconnaissanceyystems are defied by NATO (North Atlantic
TreatyOrganization) amtegrated gstens of projected doctrings
procedures, organizationastructures, personal, equipments,

C412SR sgtens have functionalitie that allow theoperatorsto
get effectivenes on their opergons, reducing material and
personal necessarp do the tasks, raising the probabiliof
success in the missions under their coordination.

A C4I2SR sgtem is composed of several types of processing
nodes:

e Platforms - terrestrial and

maritime;

airborne (inating ISR),

e Sensors — air transported radars, terrestrial radars, optical and
multi-spectral sensors, electragnetic sensors; and

e Terrestrial control centers.

One of the innovative technologies that netdse developedh
this context, is the integratettansmission ofvideo/images
(generated byideo caneras infrared and SAR radar Synthetic
Aperture Radar)yoice (generated byhe voice communication
system of the aircraft) anohessges (with geo-tagged data, status
and commands), using tacticabbdband data link suasTCDL
[2](Tactical Conmon Data Link) between the RS aircrafts
(airborne platform) and the terrestrial control centers.

One of the rain difficulties of buildinga C412SR sgtemis its
complexity and its wide range aéquipnments Hence, the casf
developing such sgem is also verhigh.

In order to design and test, avoiding unnecessasources,
simulation and emulation studies of the networks involved are
recommended. Such studies am economical wayo estimate
thetraffic, the systembehavior and the feasibilityf the topology
proposed to overcome somepéy of constraintssuch as
bandwidth, propagatiordelay or BER (bit error rate) among
others.

Considering all the subsiens of C412SR sgtens, the most

installations and communications to support the commander ininteresting one for a siaation/emulation studyis the C4I12SR

chief in the comand and control of operations andilitary
activities[1].
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subsytem scenario consistirgf aterrestrial control center and an
aircraft embedded network. Tistudy may help to test both the

influence of the airborne segmen the conmunications and the

feasibility of different protocols used hyilitary data links.

Simulation and emulation diffe in the following. Network
simulation works bybuilding a complete model of thetworkin
software. The downside of simulation is that it must be posible
simulate all components in order pooduceresults.A complex
simulation nodel is difficult to verify and its validitymay be
called into question. On the other hand, network emulation is a
technique whereby some functions of a network or
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Figure 1 - NCTUns architecture [6].

application are reproduced in real @nusng software. The
softwarepresentghe sarre interfaces to other syemconponents
that the emulated components tisetres would present. Network
emulation requires significant softresand hardware resources in
order to generate results, due to its reaktimaturg3].

Hence, to use real network compotseduring the tests and to test
real audio and video communfitms, the use of emulation

instead of simulation would be meappropriate and trustable.
Such emulation could be made ling a software network

simulator/emulator, such aBlCTUns (National Chiao Tung

University network sinulator) [4].

The enulation of the C4l2SRsubsytem includes the internal
(inside the aircraft) and thextenal networks (terrestrial and
communication between the tertasl hosts with the aircraft).

The main problemthat ariesusng NCTuns is the simulation of
two networks, sincehe aircret network (mobile network5])

moves with respect to the terrestrial network but the internal |

aircraft’'s network elerentsare $atic postioned with repect to
each other.

In this paper, we presit an inplementation of an emulated
solution to test video (preferabfMPEG-4 [7]) and audio

transnission between amaircréft embedded network (mobile
network) and a terrestrial controenter, using two instances of
the NCTUns network simulator/emulator,
different computers. The modifitan also allows distributing the
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running on two

workload of enulation networks, making it possible to split a
simulation case arang several nodes, each one running an
instance of NCTUns

The rest of the paper isganized adollows. Section2 describes
the architecture used to achéethe proposed goal. Sectidh
presents a case studg denondgrate the applicabilityand the
feasibility of the architecture. Section 4 describes som
performance and validation tesi&nally, Section5 pregntsthe
conclusions, comments and future work.

2. ARCHITECTURE

The choice to use NCTUns has been made considering a
comparison study of network simulators [3]. The main
characterics of the s$mulator that desrve to be rentionedare

[6]:
e Open surce code;

Availability of a highly integrated GUI (Graphical User
Interface);

The possibility of execute real world applications without
modification;

e The kernel re-entering method to useme real world
protocolstack on the simulatioefrulation, sich asTCRIP;
and

e |ts discrete-event Isad simulation engine.
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Figure 2 - Data exchange beteen two hosts[6].

The availability of the source code was a crucial point dkema
smoothintegration, since the veos of the simulator/emulator
without the proposed extensidoes not meet the requirements of
emulating an external and amternal network subsgem.

The NCTUns network simulator isan open-source
simulator/enulator inplemented rainly using C++. It is designed
to run on Fedora Linux. The version used in this stUd€TUns
5.0, runs on Fedora 9. Thualy proprietarypart of the siralator

is its GUI. Despiteof the fact that the GUI is not open to change,

it wasposible to create auscesful solution.

In the next subsections we ggent ®me consderations the
general NCTUnsarchitecture, d the extensions necessany
achieve the proposed goal.

2.1 Considerations
The NCTUns network simulator somposed of several different
modules as illustrated in Figure 1.

The simulation engine is a udevel program and has complex
functions. It functions like @amall operating sgtem. Through a
defined API (application programming interface), it provides
useful and basic simulation sawes for protocol modulesThe
services include virtual clocknaintenance, timer management,
event scheduling, variable regigtom, script interpreter, and IPC
(Inter-ARroces Conmunication) interface. Theiraulation engine
alsb managesall of the toolsand daerons that are usd in a
simulation cag and decidewhen to fart the programs) when to
finish them and when to run thenffigure 1 fowsan architecture
diagram of NCTUns.

For this paper, however, the most relevant partd@fTUns are
the virtual tunnel interfaces and the kerneldifications.
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A detailed view oftthe mechanim of data exchange between two
hosts is presented in Figure 2shbwsthe flow path that a packet
takeswhen it isexchangedetweentwo traffic generators via the
module-based platform. When ethpacket is read bythe
simulation engine fromtunnel interfacel (tunl), the packet
follows the trace of Fyure 2 and then theimulation engine
insertsit into tunnelinterface 2 (tun2). Finallythe kernel sends it
to the traffic generator.

NCTUns can act in simulation amulation mode. To change
between the two bpdes, it isnecessaryto modify the speed
setting. In the simulation settingsenu, it is possible to choose
between two speed modes:‘As fast & possiblé or “As fast & the
real-world clock”. Emulation casesork using the speed set to
“As fag asreal-world clock”.

To add support for the simultaneous emulation of an internal and
an external network, basicallwe mustunnelthe packetcoming
from one network to another ing the interfaceson the two
networksto act asinterfacesof a router. In thisvay, only one
interface of that new Guter” isvisible in each emulation cas

In the next subsectiorwe preent the modification of the
architectureaswell asthe changeso the fileson the snulation
ca®s

2.2 Detailed design

When executing a iswulation/enulation ca, the NCTUns
softwae generates somefiles tha areused to pass inforation to
its modules/processes, such the simulation engine and the
modified kernel.

As far as this study is concernelde most importantfiles arethe
ones that describe the routes added to the routing table and the IP
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addressesf real hosts and itsorresponding simulated hosts in
NCTUns.

The bags of the planned mdifications are the already
implemented features for usirtgio classes of real equipments:
hosts and routers.

The® featuresusesthe concept of divertoskets[8]. The divert
sockets enable IP packet interception and injection on end
systens as well as on routers Packetsare intercepted on an IP
layer and can be madavailablefor user processes outside the
kernel via a modified version of raw sockets. The most used
implementation of divert sockef8][9][10] rely on the IP firewall
mechanism for packet filtering, but NCTUns has its own
implementation.

In the version 5.®f NCTUns, the packetsare intercepted bga
module in the kernel and are not forwarded to user-space. The
module itself handles the situai based on aonfigurationfile
preent in each emlation cae, doing the network addmes
translations.

For example, suppose an emulatedt with IP address 1.0.1.1 in
the enulation and theeal IP addess 10.10.10.55. In this case, the
kernel module changes the destination address of eemiet
sent to the emulated node from 1.0.1.1 to 10.10.10t58&lso
changeghe inconing IP addres of everypacket that the real hios
is sending to emulated hosht®m 10.10.10.55 to 1.0.1.1. The
changes allow the real hos to comnunicate with virtual
hogs/equipnentsof the emulation ending andreceivingpackets
without any changes in the application running on that host. To
simulate the router, some special conversions betweah
network interfacesP and emnlated onesare needed,but the
setting rerains the sam

Therefore, in order tmmakethe desired emulation case work, it is
necessaryo add a new class ofjeipment to this kernghodule,
allowing the virtual interfaceén each NCTUnsgngance to act
like a “virtual router”. It meansthat we nust change theairce
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code from the kernel module thist responsible for thaddress
translations in NCTUns.

At the sare time, the nodification of the routing informtion file

of the enulation caes is requred. This kind of file is
automaticallygeneratedy the GUI of NCTUns. Considering that
the GUI source code is not availabl®e cannot changethe
behavior of sgtem to reflect theneededmodification in the
routing file. Hence, we ost directly modify that file. In the
internal network we st add therouting path from the internal
hodgs towards“virtual router” interfacesThe routegrom external
network’s hosts to internal network’s ones, passing through the
“virtual router” interface mst be added as well.

It should be noted that theNCTUns uses aninternal
representation of IP address in them of “S1.52.D1.D2". In this
scheme, S1 is the source subte, S2 is the host number on
source subnet, D1 is the destioa subnet ID and D2 is the host
number on destination subnet. rFexample:if the source IP
address of the packet is LA and the destination is 1202, the
S.SD.D address is1.1.2.2. This scheme is used to avoid conflicts
when adding routes to theuting table [6], since the routing
tablesfor all nodes inside the emulation are added to a unique
kernel routing table.

It is very important to understal this scheme tonodify the
routing file correctly

This <hene was al® used in the comunicationsbetweenthe
real hods, to pregrve the emlated source IPand emulated
destination IP. Figure 3 showan exarple of conmunication
between two different hosts running NCTUns. In the example, the
translation using the “S1.S2.D1.DIP schene is made whenthe
kernelmodule on host #1 changes thestination IP of the packet
from 1.2.2.2 to 10.10.10.32. In dar to preserve the original
source and destination IP addresdbe ®urce IPaddres of the
packet is also modified from 1.211to 1.1.2.2. Then, it igossible
to know that emulated host 1101 is sending the packet to
emulated host 1.0.2.2.
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Figure 4 - Ca® study, showing the internal aircraft n etwork, the exterral network and the real hosts.

Upon receiving the packet, the ketnmodule in host2 usesthe
source IP address the“S1.S2.01.D2" format and the IRddres
from its “virtual router” interface toreconsruct the emulated
source and emulated destination IP address.

In the next section we pregent a cas gudy to tes the
modifications.

3. CASE STUDY

3.1 Considerations

Theaim of the casetsidy is to succesfully sreama video froma
real host passing through two reamputersrunning NCTUns
(emulating two different and connected netwoykand reach
anotherreal hog which receivesthe video seamwith the proper
delayand BER added bthe instances of NCTUns.

For this purpose, we designed two different networks, pictured in
Figure 4. In this figure, two odifications were made: in the
internal aircraft network, the node #4 does not exist in the real
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emulation case on NCTUns arnu the external network, the node
#4 is an “802.11(b) mobile nodénfrastructure mode)'hode,
only its icon was changed in order to representiacraft. The
two modifications were made tonake it easier to understand.

To streamthevideo, we ued the sftware VLC. VLC nedia
player (initially VideoLAN Client) is a highly portable
multimedia plagr (runs on top of Linux, Windows and M&s
X among other operating stems)for various audio and video
formats (like MPEG,DivX/Xvid, and Ogg) as well aBVDs,
VCDs, and varioustreaning protocolsIn recent yarsits use has
alo increased aa rver to sreamlive and ondenend videoin
several formats through varioysivate networks and Internet

[11].

3.2 Creating and running the case
The scenario createtkpresentsa surveillance aircraft with a
video caneraflying over the Brazilian states bfato Grosso do
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Ul and Sao Paulo. There is one terrestrial antenma the
southwest and another in the centerSab Paulo date. The
aircraft dreans real-time data to the terrggal antennas which are
connected with a terrg&l control center irthe Rio de Janeiro
city through a terrestrial infrastructure.

In the pecific cag sown in Fgure4, the aircraftis flying over

the gate of Mato Grosso do Sul and detects a forest burn,
transnitting its real-tine video to the control center at first
throughthe antenna in the left of the Figure 4. When the aircraft
is out of the range of that amea, the transmission occurs using
the other one.
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In the next paragraphs the modétionsneeded to execute this
ca® are bown.

The VLC server runs on host #k&ét IP address 50.10.10.1and
emulation IP address is 1.0.1.40d the client runs on host #4
(real IP address is 10.10.10.4 andwation IP address is 1.0.3.2).
Both instances of VLC run on top of Windows XP.

One instance of NCTUns isumning on host #Zwith real IP
address of 10.10.10.2) and repmis the internal aircraft
network. This internal network isompogd byanemulatedhod,
a switch, a QoSDiffServ router[12] [13] and the representation
of the communication antenna.



The other NCTUnsdngtance repremtsthe external network, and
is runningon host #3 (with real IP address of 10.10.10.3). This
network is composed bgn emulatd host, a switch, a router, two
QoS DiffServ routers, two accesgoints and the surveillance
aircraft.

While changingthe connectionfrom one antenna to the other , in
order to keep thesame IP address, thus not loosing the
connection, the aircraftetwork uses mobile 1f5] [14] concept.

To allow the traffic fromhog #1 to reach networkswith IP
addresses suth as 1.0.X.X, we must add a route in this host,
directing the traffic going to 1.8.X to go firstto IP address
10.10.10.2, which is running an instance of NCTUns.

In the same waywe must add a route on host #4 to direct the
traffic from this host to go to the aration of the external
network, which IP ddress is 10.10.10.3.

We also must change the routing files from the &woulation
casesIn NCTUns after we chage the operating mode “Run
simulation”, the erulation files are generated in folder
“CASE_NAME.dm”. There, we mst pick the files naned
“CASE_NAME.emu” and “CASE_NAME.srt-I". The first file
handles the emulation network adsstranslations and the other
file contains the routes to add to the kernel routing table.

In the “emu” file, we must add the information for thekernel
module to translateorrectlythe addresses in the communication
of the two NCTUns instances. host#2, initially, the file should
contain the following lines:

#nctuns external routing table file
host 10.10.10.1 1.0.1.1

After those lines,we nust add the lines which describe the
“virtual router”. For each pair of hds in the external and internal

network, there must be two lineme of describing the translation
of outgoing packets and the other about incoming packets.

Regardinghe route filewe must direct the traffic going from one
network to the other. An example, considerimgde #1 from
internal aircraft network (1.0.1.1)sending packets to node #1 of
the external netark (1.0.3.2):

route add -net 1.1.3.0/24 gw 1.1.1.2

Note that the gatewayaddres is usd accordingto the
“S1.S52.D1.D2” scheme, meaning thihe host1.01.1 is sending
packets to the gatewdyouter) address 1.D2

To run the emlation we nust first start the two instancesof
NCTUns and then choose the appropriate settimd4.C server
and client.

The configuration on the two instags of VLC is shown in Figure
5, while Figure 6 shows screenshots of the two NCTUns
instances

It is worth mentioning that theému” and “.srt-I" files musbe
changed evergtime we changeNCTUns'’s operating mode to
“Run simulation”.

In this work, the airborne communicatioeedwasthe 802.11(b)
protocol alreadyimplemented irNCTUns. This had to be made
becaus NCTUns does not provide tacticalcommunication
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modulesyet. In order to correctlyemulate C4I12SR networks, a
tactical datalink protocol, such as TCDL, must be added to the
NCTUns.

The case studsesults proved thdahe emulation is consistent with
what we were expecting. The videtremned betweenthe two
hosts suffered from delaynd BER added in theenulated
networks,and the result was visible within the video stream on
the receiving node.

It was alo posible to ®e the influence of aobile IP in

communications, observing the mobile node disconnection from
one access point and reconnection to the other access point. This
resulted in a few seconds without video in the receiving node.

4. VALIDATION AND PERFORMANCE
TESTS

In order to perform additional verification of thecuracyand the
performance of the modificationgje conducted other tests that
are described in this section.

The equipment used in the teistsone notebook with Intel Core 2
Duo T5550 (1,83 GHz) processor and 2 Gb of RAM (tests with
one or two NCTUns instances) and a desktop with Pésitium
Dual CPU E2180 (2,00 GHz) processor and 3 GRAM (tests
with two NCTUns instances)When the test involved two
NCTUns instances the conputers were connected irgy an
Ethernet cable (100 Mbps).

The first test was made to obtain the delesusedby the
simulation due to the modifications the NCTUns' kernel
module. For this purpose, we cregthe case shown in Figure 7.

First, using one NCTUns instance onlye executed the
command ping 1.0.1.1" on host #2 to obtain the round trip
time between the two virtual hostSonsdering that there are ten
links between the simulated epuients, the roundrip time is
calculated as the suof the ten individual link’s delaywo times,
since the request amdply messges need to go through ten links
eachone.The expected delafor an individual link iscalculated
as the delayconfigured in NCTUndor that link plusthe packet
transnission time calculated usinthe link speed (10 Mbps) and
the packetige (84 byes. Snce the configured delap eachof
the ten links is 0,58 the total expected delapr the ping
command is:

20 * [(84 bytes / 10 Mbps) + 0,5 ms] 11,3 ms
Running the case, the obtained results are:

11,8ns

Standard deviatiory 1,3 ms

Consdering the average time, tliferenceof approximately0,5
ms can be explained bthe clock synchronization precision
within NCTUns (1ns) and the tire consumed byther sgtem-
related running processes.

Average

The next step was to run the same case divided inttN®@Uns
instances asin Fgure 7 (b) and (c)}o check whethethe delay
can be negligible or not. The NCTUns configurationhissame
as described above. Hence, thexpected delays should
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Figure 7 (a), (b and (c) - Sreershots of the ted cases: first, the tes in a shgle NCTUnsinstance; the same cag distrib uted into
two instances.
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Figure 8 (a), (b) and (c) - Cases usdd testthe performance erhancemerts.
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Figure 9 (a), (b) and (c) - Cases usdd testthe performance erhancemerts.

be ascloseasposible to the value obtained in the fiteg to
indicate that the modifi¢eons are feasible enough.

Running the case, the values obtained are:

12,8ns
Standard deviationl 4,2 ms

Analyzing the figures, we can obsertteat theaverageround

trip time was onlyl ms greater than using a single NCTUns
instance. We consider this asgood result, since 1 ms asso

the synchronization precision time between the simulation and
the real-tine clocks in NCTUns This difference allowsthe
modifications to be used withtwr real emulation cases without
loosing the correlation to the real world. We observe that the
standard deviation is greater than the value from the first test.
The difference can be caksby another sgtem process using
the network between the dwcomputers runningNCTUns.

Average
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Disabling the processes should decrei®e value,improving
the results.

We alsobuilt a second case test to vertfye performnce boost
when distributing a simulation cadeetweentwo NCTUns
instances We created the casiown in Fgure 8 (a). In this
case, the nodes 1,ahd6 senddaa to nodes 2, 5 and 7 through
TCP connections, at therme time.

To analyze the perfornance of aisnulated cas, we corpared
the total real-time used bMCTUns to the NCTUns' internal
simulation time. To do this, we modified the clock
synchronization code to print the times and tinee difference
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Figure 10 (a) and (b)— Performance analys for one instance NCTUns emuation.
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Figure 11 (a) and (b) — Performance analys for two instance NCTUns emuation.

into a file, naking it possible to further explore the results. Here
we should explain that theynchronization code just tries to
“slow down” the NCTUns simulator when the case is running
faster than the real time. Whéime case isunningslower, the
simulator does not do ariiing. Considering this, we can
conclude that, without oumodification, it is difficult to use
NCTUnsasan enulator witha case having a large number of
hosts or traffic generators, since gimulatorwould notbeable

to synchronize the tira correctly

In this evaluationwe first executed the casin FHgure 8 (a) and
Figure9 (a) using one NCTUns instance, obtaining the results in
Figure 10 (a) and (b). From the plots we can observe that the
simulator can handle the aad (a) gnchronized withrealtime.
However, in case2 (b), the single NCTUns instance cannot
simulate the network asfag asthe real clock, increasy the
time difference athe smulation runs

Afterwardswe divide the casinto two different sirolations to
be executed within two NCTUnisstances asin Figure 8 (b)
and (c) and Figure 9 (b) and (c). As one saain Figurel1 (a)
and (b), the new approachable to execute the @l (a) and
2 (b) gnchronized with real-time. ThignablesNCTUns to
execute rare conplex cagsin enulation mode (thus using real
network equipment). Also, ¢ emulation mode withtwo
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NCTUnsinstancescanbe used to both execute large essnd
meet performance requiremnts of enulation of the cass

5. CONCLUSIONS, COMMENTS AND
FUTURE WORK

In this paper we propose emgtons to NCTUns network
simulator to allow the consistemulation ofC412SR sgtems.
The approach esl to achieveueh a goal can atsbenefit other
emulation caes allowing large ernrulations to be divided into
smaller cases running on interconneckex$ts,eachonerunning
an ingance of NCTUns

Regarding C4I12SR syems, future work includes the
implementation of tactical datbnk protocols and aeronautical
channel modeling15] within NCTUns module’sodeto study
the influence of the airborrsegment in the communications.

Anotherimportant studyis to test and discover the best traffic
classifications and bandwid#ilocations for different types of
streams(video or audio or data) within the C4I2SR stgm
scenario umg the QoDiffServ routers

The availability of GUI source code also would be very
important to avoid the problems with manuatilanging the
files needed byNCTUns



The solutionpresented in this work provides a new approach to
network enulation, expanding the functionality and
applicability of the open-source NCTUns network
simulator/enulator, and createsthe bass for enulate advanced
systams.
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