Providing a Graphical User Interface for ns-2 with Visual Network Simulator
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ABSTRACT

The growth of the number of hosts connected to the Internet and of new applications increased the importance of research and development of Quality of Service (QoS)-based networks. In order to optimize the proposal and the validation of new QoS development of Quality of Service (QoS)-based networks, simulation seems to be the best scalability. Unfortunately, the existing platforms and tools for simulating QoS-based Networks either do not support all the architectures and technologies or do not fully support their characteristics. Basically, a simulation life-cycle can be divided into three phases: specification of the scenario, simulation of the events and analysis of the results of the simulation. This paper presents a platform for the specification of networks scenarios supporting QoS and multicast, which can be simulated using ns-2. This platform provides the author with the possibility of covering all the three phases of the simulation life-cycle on-the-fly.
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1. INTRODUCTION

The Network Simulator version 2 (ns-2) [1] is a general purpose network simulation platform with a large community of users and is an open source project. ns-2 uses a split programming model where two languages, C++ and Tcl scripting, are used. C++ is preferentially used to develop the simulation kernel, a “core set of high-performance simulation primitives”. The definition, configuration and control of the simulation are done with Tcl scripts [2].

The specification of network scenarios with ns-2 can be done either by the utilization of an appropriate graphical user interface (GUI) or by the direct edition of the respective source code file. The tools NSG2 [3], nsBench [4] and NSBM [5] are examples of GUI’s to ns-2. However, these tools are more appropriate for the specification of simple scenarios. Most of the existing tools reveal to be limited or not intuitive when we need to specify more complex network scenarios. Needless to say that the direct edition of Tcl scripts is obviously too complex for the specification of such scenarios. The ns-2 GUI has been pointed out as a reason to limit a broader use of ns-2, being a difficult tool to use by less experienced users. Shilling [6] refers the “lack of documentation and the usage of two programming languages” as some factors that lead users to long learning periods.

The main contribution of this work is to present the main aspects of an ns-2 compliant platform, called Visual Network Simulator (VNS), developed to provide a user-friendly interface and a more intuitive environment for the specification (authoring) of network scenarios, supporting advanced aspects such as QoS and multicasting.

2. VISUAL NETWORK SIMULATOR

The Visual Network Simulator (VNS) tool, centered on the NSG2 tool [3] capabilities, was developed aiming to facilitate the creation of network simulation scenarios to be executed over ns-2 [7]. Two important innovations of VNS, compared to other similar tools are: (1) the support to Differentiated Services (DiffServ) [8] scenarios, and, (2) it provide a simple and intuitive set of icons to represent the components of a network. Examples of these icons are the hosts, the routers and an Internet cloud, each with a different symbol. Some others important functionalities of VNS were also taken into account, such as:

- Adding and configuration of links, agents and traffic sources;
- Modeling network scenarios with support to multicast;
- Selection of a dynamic routing protocol;
- Definition of the simulation output as an animation and/or graphics;
- Edition of the Tcl script generated, and;
- Saving the defined simulation scenario.

Once all the network topology, traffic sources and events are all specified with VNS, this tool can generate the Tcl script for the simulation of the scenario. The user can also edit the Tcl script in order to modify or introduce values in the simulation. These modifications can fulfill some VNS limitations concerning some non-foreseen parameters. In VNS we can also specify if the Animation and traces files are generated during the execution of the simulation. This data can be visualized in the Network AntiMator NAM [9] and xGraph [10] tools.

The VNS tool was built in a way to provide a smooth integration with ns-2, NAM and xGraph. This set of tools, each one with a particular task, are the components of the VNS platform.
2.1 Scenario creation

The creation (or edition) of a network simulation scenario is carried out using a set of objects available in the toolbar. Some objects, such as the node, link, agent and the application, are common to ns-2 users or some other similar network simulators. Other objects, such as the router and the Internet, were created to simplify the modeling of the scenario and to make it more intuitive, thus enhancing the simulation capabilities of the tool.

Figure 1 presents a VNS screen capture with an example scenario. We can observe the toolbar with all the objects that can be applied on a scenario on the upper side of this figure. To start creating a scenario, the user has to define if the project is DiffServ-based or without QoS. The main difference between these two options is the presence of the object router in the case of a scenario with QoS (DiffServ). The use of the remaining objects is similar in both cases.

The options for adding and editing the most used elements of the simulation scenario are explained as follows:

- **Hand** – this option allows, with the zoom slider in the edge of the screen, to adjust the visualization of the scenario;
- **Scene** – provides quick access to a set of predefined scenarios from a folder;
- **Node** – enabling this option, the nodes of the scenario can be added or edited;
- **Router** – is a special node that can only be defined in the case of QoS scenarios. It can represent an edge or core router;
- **Link** – it is defined in the same way as in ns-2, except in the case of a DiffServ scenario where they present different configuration parameters;
- **Agent** – defines the transport protocol (TCP or UDP) used by an application;
- **Application** – defines the traffic that will be generated or which application is going to be simulated;
- The **Internet** object is an interesting abstraction implemented on VNS. This object was proposed to simplify the simulation of an Internet application;
- The **Parameters** option provides the configuration of some global simulation possibilities, such as: simulation duration, enabling of NAM traces, and, to present, or not, some results in the end of the simulation, and;
- The option **Generate TCL** initiates the translation from the graphical scenario created to the script in ns-2 simulation description language.

The use of the left and right buttons of the mouse allows to add, setup and delete elements of the scenario. For each different object the user will find a similar configuration process. To add and move an object the left button of the mouse should be used. In the case of the access to more detailed options of an object, the right button of the mouse should be pressed on.

3. CONCLUSIONS AND FUTURE WORKS

The main contribution of VNS is to provide a rich authoring tool integrated with a set of important tools, composing a complete and intuitive authoring and simulation environment.

There are available some other tools in the literature to create simulation scenarios ([3], [4] and [5]), however, most of them present some limitations. VNS aggregated the major qualities of several existing tools, such as QoS support and saving created scenarios. Further on, some new characteristics were also implemented, such as the use of more rich graphic objects to identify the network components.

As for future works, we plan to improve the VNS tool with the implementation of other QoS architectures and mechanisms, such as Integrated Services, Multi Protocol Label Switch (MPLS) and traffic engineering functionalities. We also intend to improve the scheduling of events for each object and to execute a usability validation of the tool by its users.