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Abstract— The problem of optimizing the position of a mobile
fusion center in a sensor network is considered. The optimization
criterion of interest is the sum distortion for the communication
of all the information from each of the nodes to the fusion center.
Transmission losses along underwater links are modeled and a
time-multiplexing architecture imposed on the sensor nodes for
communication with the fusion center. Classical results from the
information theory literature are leveraged and the optimization
problem is formulated and solved analytically for the case when
the fusion center is at one fixed location and numerically for
the case when the fusion center is mobile. It is observed that
in the low node power regime, with the fusion center at a fixed
location, the fusion center selectively communicates with a few
nodes while turning the others off. In the high power regime,
the time allocated to the nodes is a function of the information
they need to transmit to the destination and the distance from
the node to the fusion center. Further, when the fusion center
is mobile, in the low power regime, the fusion center is placed
close to the node with the largest information content while for
higher powers the difference from a fixed fusion center declines.

I. INTRODUCTION

There is interest in the deployment of underwater robotic
teams for a number of key applications: e.g. mapping, explo-
ration and monitoring of marine environments, measurement
collection for oceanographic missions [1], autonomous navi-
gation in formation [2] or autonomous operations in harbors;
moreover, they can be used as nodes of mobile underwater sen-
sor networks [3]. Herein, we examine a heterogeneous network
comprised of static sensing nodes as well as robotic nodes
which can behave as data mules or mobile fusion centers.
To this end, we are currently instrumenting robotic boats to
have underwater acoustic communications capabilities. These
robotic boats are an integral part of the Networked Aquatic
Microbial Observing System (NAMOS) project1, which is
used in studies of microbial communities in freshwater and
marine environments [4], [5]. The NAMOS testbed is a system
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Fig. 1. Setup for testing and benchmarking the NAMOS system.

of anchored buoys (the static nodes), and a robotic boat
(the mobile robot) capable of measuring temperature and
chlorophyll concentrations. Thus, the testbed is a collection
of static nodes as well as mobile/actuated nodes. A key
research goal of the NAMOS project is determining how to
coordinate the mobile robots and the static nodes such that
the error associated with the estimation of a scalar field is
minimized subject to the constraint that the energy available to
the mobile robot is bounded. Specifically, if each static node
makes a measurement, and the total energy available to the
network is known, what path should the mobile robot take to
minimize the integrated mean square error (MSE) associated
with the reconstruction of the entire field? Typically, it had
been assumed that the energy consumed by communication
and sensing was negligible compared to the energy consumed
by moving the mobile robot [6]. Another common assumption
was that the mobile robot could communicate essentially error-
free with all the static nodes and acquire sensor readings
from them. In the currently implemented NAMOS system,
communication is over a multi-hop wireless ad-hoc network
described in [4]. This network employs 802.11 and thus
communicates over-the-air. With the inclusion of underwater
acoustic communication, we will have a proxy for a truly
underwater mobile robot such as a glider or small submarine.
In this new context, the cost of communications and the
variability of the communication channel cannot be ignored.

Thus, in addition to examining mobile node location as a
function of estimation accuracy, we shall also consider the
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impact of endeavoring to communicate as well as estimate
over the channel. We shall consider only underwater acoustic
channels in this work. The problem of communicating over a
link while estimating the parameters associated with the link
is addressed in [7]. There, it is established that a distortion
constraint on the quality of the channel estimates at the desti-
nation node can be translated to a constraint on the codebook
employed at the encoder under some mild constraints. The
problem is also generalized to the Multiple Access Channel
(MAC) and the two-hop network, where, we are interested
in estimates for all the channels involved in the network.
The results of that work are then directly applicable to this
problem when we are interested in forming channel estimates
in addition to communicating over the network.

In the sensor networking community, adapative sampling
techniques have been used to address the tradeoff between
network lifetime and estimation accuracy. In the typical setting
the network is used to estimate a field by means of extrap-
olation from samples - measurements made at the locations
where the network nodes are deployed. Approaches to treat
this trade-off vary from multi-scale wavelet-based techniques
[8] to linear filtering for sampling rate adaptation [9]. In the
traditional paradigm, energy expenditure in a sensor network is
largely ascribed to communication so prolonging network life-
time is often equated with switching off the radios on selected
sensor nodes. If the sensor network is heterogeneous, and some
nodes within it are mobile, then the energy expenditure is
largely due to mobility. Rahimi [10] proposed an algorithm
for an actuated sensor network, which successively refines
the field estimation by taking more readings in locations
where estimation variance is high. In [11] a similar approach
(based on optimal experimental design) is used, but a specific
model of energy consumption due to mobility is used. The
approach in [12] assumes that many sensors are deployed
at the beginning; the correlations between the values of the
scalar field at different locations are learned from the data
collected from the sensors and the sensors are then redeployed
for optimal sampling. In the mobile robotics community, the
related problem of efficient data gathering tours by mobile
robots has received some attention. The setting is usually in
the context of accurate self-localization by the robot [13], or
simultaneous self-localization and environment mapping [14]
or efficient environment coverage via mobility [15]. In the
theoretical computer science community, similar problems
have been studied as variants of TSP [16] and [17].

In contrast, this work draws heavily from the results from
classical estimation theory (see [18] for example). We also
employ classical results in the information theory community
(see [19], for example) to solve the minimum sum distortion
problem when we have multiple sensors and a single fusion
center. The results of this optimization are then extended to
the case when the fusion center is mobile and results are
derived by simulation. Despite the fact that our paper relies
quite heavily on classical results in the literature, we use these
results in a novel fashion to solve a fundamental problem for
sensor networks. We will assume no fading for the remainder
of this paper. Further, we will make simplifying assumptions
to drive home the tradeoffs that we want to highlight. This

will help us generate baseline estimates for the optimizing
parameters which can then be improved by employing the
applicable fading models. Finally, we assume a unit bandwidth
for each link, for the purposes of this paper since we are
concerned with the optimal location of the relay. The problem
under the availability of a band of frequencies can be addressed
using the tools presented herein via appropriate scaling of the
rates on the corresponding links. One particular feature of the
underwater channel is the decay in available bandwidth with
increasing inter-node distances. This particular issue will be
addressed at a later stage.

We impose a time multiplexed communication scheme
between the fusion center and each of the sensing nodes for
the communication of estimates. It is observed that for low
node SNR’s, it is optimal to selectively turn off some nodes
in the network – the fusion center. Conversely, at high SNR’s
for the sensing nodes, the time allocated to each sensor is
a function of its distance from the fusion center and the
“amount” of information that it has for the fusion center. These
results are similar to those presented in [20]. Further, there are
gains from optimizing for the location of the mobile sensor
which increase as the size of the network grows from the few
hundred metres in this work to the larger distances for more
practical real-world networks. These gains are also evident at
higher operating frequencies since the losses in underwater
communication grow large in this regime.

The remainder of this paper is organized as follows: Section
II describes the setup used to collect the data analyzed in
this paper and presents some statistics on the data collected,
Section III presents an overview of the challenges presented
by underwater acoustic communication, Section IV presents
an introduction to information theory for the purposes of this
paper, Section V presents analysis and results for the case
when the buoys communicate their information to a fixed
fusion center, Section VI presents analysis for the case when
the fusion center can be moved to further minimize distortion
and finally, Section VII concludes this paper with some ideas
for future work.

II. DATA COLLECTION

A. Setup

The data used for this paper was collected at James Reserve
(Lake Fulmor), CA from August 28th to September 1st, 2006.
Nine buoys were deployed in the lake and extensive amounts
of data was collected over the time frame of the experiment.
Some raw results are available on the NAMOS webpage2. We
will be using only a section of the data collected. In particular,
we are interested in the surface temperature recorded at each
of the buoys. Since surface temperature varies from buoy to
buoy, we note that each buoy has information to transmit to
the fusion center.

B. Collected Data

Table I presents the surface temperature at each of the buoys
and their locations for the network presented in Figure 2. Note

2See http://robotics.usc.edu/˜namos/data
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Fig. 2. Buoy setup to collect data.

TABLE I
STATISTICS FOR THE DATA COLLECTED FROM THE NETWORK PRESENTED

IN FIGURE 2.

Node Longitude Latitude Mean Variance
Number ◦ W ◦ N ◦ C

101 -116.780733 33.804367 20.1285 0.8016
102 -116.779700 33.804967 19.8805 1.8452
103 -116.779400 33.805217 19.5718 1.9775
106 -116.781117 33.804400 33.6061 118.6918
107 -116.779083 33.805617 19.4780 1.9810
109 -116.780450 33.804600 19.9139 1.1469
110 -116.780067 33.804733 19.9810 1.5435
112 -116.779667 33.805000 19.8571 1.7236
114 -116.780733 33.804483 19.7265 1.0698

that the data from Node 106 seems to have an especially high
mean and variance (approximately 33 and 118 respectively)
leading one to suspect that the measurements on that node are
bad. So, we will refrain from using the data from this node
for the remainder of this paper and concentrate on the eight
nodes remaining as the sources of interest.

III. UNDERWATER COMMUNICATION

Characterizing the underwater acoustic channel has been
a subject of great interest in the literature the past decades
[21], [22]. As pointed out in [23], there exists fundamental
differences that distinguish underwater acoustic channel from
a Radio Frequency (RF) land mobile channel or a satellite
channel. As unique to underwater acoustic channels, the
signal frequency plays an important role of determining the
absorption loss due to transfer of acoustic energy into heat.
Relying on extensive laboratory and field experiment data,
the empirical formula of the attenuation coefficient β with
units of db/km in sea water is presented in [24] and shown in
Equation (1), where f is frequency in kHz, A = 2.34× 10−6,
B = 3.38 × 10−6, S is salinity, P is hydrostatic pressure in
kg/cm2, and

fT = 21.9× 106− 1520
T+273 ,

is a relaxation frequency in kHz, with T the temperature in ◦

C. fT fluctuates between 59 kHz and 210 kHz as temperature

ranges from 0 ◦ C to 30 ◦ C. For lower range of frequencies
(i.e. 100 Hz to 3 kHz), the empirical formula for β is also
known as Thorp’s formula. Once the attenuation coefficient is
determined, the transmission loss can be evaluated by

20 log10

(
SNRd

SNR0

)
= −βd (2)

where, SNR0 is the Signal to Noise Ratio at the transmitter
and SNRd is that at a distance of d km. The transmission loss
due to sound absorption leads to a fundamental bandwidth
limitation of the underwater acoustic channel. The other char-
acteristics of the underwater acoustic channel are described in
greater detail in [23], [21], [22]. These features include time-
varying channels due to Doppler effects, large delay spreads
due to sparse multipath and significant latencies due to the
slow speed of sound in water. However, for the current work,
we shall focus on the strong attenuation of underwater acoustic
propagation as a function of distance.

IV. A REVIEW OF RELEVANT INFORMATION THEORY
CONCEPTS

In this section, we present a background on information
theory as is relevant to this paper. We will deal with discrete
random variables for ease of exposition.

Since we already have observations from each of the buoys
in our network, we are primarily concerned with compressing
the information at each node and communicating it over a
noisy channel to the data sink. This simple construct invokes
the two fundamental classes of problems in information the-
ory: source coding and channel coding. Source coding is the
process of compressing observations from a random variable
to the minimum information possible while channel coding is
the process of introducing redundancy in a signal to ensure
perfect reconstruction at the destination node.

Theorem 1 (From [25]): With every given discrete memo-
ryless channel, we associate a constant C such that: for any
ε > 0 and and communication rate R < C, for large enough
N , there exists a block code of length N and rate≥ R, and a
decoding algorithm, such that the maximal probability of block
error is < ε. Further, if R > C, as N →∞, P(error)→ 1.

Theorem 2 (From [25]): A source that produced indepen-
dent and identically distributed random variables with entropy
H can be encoded with arbitrarily small error probability at
any rate R (in bits per source output) if R ≥ H . Conversely,
if R < H , the error probability will be bounded away from
zero, independent of the complexity of coder and decoder.

These are the famed Noisy Channel Coding and the Source
Coding theorems (and their converses) first proved by Shan-
non. They define the constraints we need to meet to have
sustained error-free communication for any communication
problem in general and our problem in particular.

We now discuss some information theoretic results that are
relevant to our current problem. First, consider the general
network presented in Figure 3. Here, we have M sources of
information trying to communicate their data to the destina-
tion. If the destination is interested in perfect reconstructions
for the data from each of the nodes, the capacity region for
this problem is given by the solution of the Multiple Access
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β =


0.11f2

1+f2 + 44f2

4100+f2 f ∈ (100 Hz, 3 kHz],

8.68× 103
(

SAfT f2

fT
2+f2 + Bf2

fT

)
(1− 6.54× 10−4P ) f ∈ (3 kHz, 0.5 MHz].

(1)

Source 1

Source 2

Source M

Fusion Center

Fig. 3. The many-to-one network.

Fig. 4. The two node network.

Channel (since there is a common medium that is used to
communicate all the messages from all the nodes) – see [19]
for a solution.

However, if the destination were to be interested in a
(possibly) distorted version of the data from only one of
the nodes the problem changes considerably. The problem
is now called the Many-Help-One problem and is unsolved
in general (see [26] for a deeper discussion.) The problem
we are interested is one where the destination is interested
in (possibly) distorted versions of the data from each of the
nodes. This is a considerably harder problem to address and
is another open problem in general. We will hence take a
Time Domain Multiple Access (TDMA) view to present an
achievable sum distortion rate for the problem.

We will employ a few other results from the information
theory literature which we elaborate on now. Consider the
source-channel-destination link presented in Figure 4. If X ∼
N (0, P ) and the channel is an Additive White Gaussian
Channel (AWGN), the output of the channel is given by:

Y = X + Z (3)

where, Z ∼ N (0, N). Further, if both X and Z are assumed to
be independent and identically distributed (i.i.d), the capacity
of this channel is given by

C =
1
2

log
(

1 +
P

N

)
(4)

as established in [25].
Further, given an i.i.d Gaussian source, X ∼ N (0, σ2), if

we are willing to tolerate a distortion threshold of D, assuming
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Fig. 5. Sum distortion at the fusion center as a function of the initial transmit
SNR at each of the buoys for fc = 1kHz and fc = 24kHz.

a mean squared distortion metric:

d(X, X̂) = E||X − X̂||2 (5)

then the minimum rate that the channel in Figure 4 needs to
sustain is given by the rate-distortion function:

R(D) =
1
2

log
(

σ2

D

)
. (6)

Again, the proof for this result can be found in [19].

V. PROBLEM SETUP WITH STATIC FUSION CENTER

We will model the data collected at each of the sources
by an i.i.d Gaussian source with mean and variance as given
in Table I: Xi ∼ N (mi, σ

2
i ). Since the amount of data

that each node in our network needs to communicate to the
fusion center is relatively small, we will assume that the lower
frequencies are used for communication between the nodes
and the fusion center and so use Thorp’s equation (the first
branch in Equation (1). Let us assume a centre frequency of
1kHz for communication. Equation (1) then yields β ∼ 44.
However, if we are interested in smaller form-factor devices,
we can attempt to use a higher frequency like 24kHz and then
β ∼ 124. Let us model each of the links from the buoys to the
fusion center as an AWGN channel with an SNR of SNR0 at
each of the buoys. Given the β we just calculated, we can then
evaluate the corresponding communication rate Ri for the link
between buoy i and the fusion center:

Ri =
1
2

(
1 + SNR010−

βd
20

)
. (7)

Let Ti be the fraction of time that we allocate to node i
in the TDMA setting. Then, the effective rate that node i
can communicate information to the fusion center is given
by RiTi. Given this rate of communication between node i
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and the fusion center, if we assume a mean squared distortion
metric, the minimum distortion that we can sustain in the
estimation of Xi is then given by

Di = σ2
i e−2RiTi (8)

by Equation (6). The minimum sum distortion problem can
then be formulated as

Minimize D =
n∑

i=1

Di =
n∑

i=1

σ2
i e−2RiTi

subject to
n∑

i=1

Ti ≤ 1 and Ti ≥ 0

We can form the Lagrange multiplier for this problem (see
[27] for example) as:

L(T1, . . . , Tn, λ) =
n∑

i=1

σ2
i e−2RiTi + λ

(
n∑

i=1

Ti − 1

)
. (9)

Setting partial derivatives w.r.t Ti (i = 1 . . . n) and λ to zero
and solving, we arrive at the solution:

Ti =


log(2σ2

i Ri)

2RiPn
i=1

log(2σ2
i

Ri)

2Ri

, Ri > 1
2σ2

i

0, otherwise.
(10)

for i = 1 . . . n. The results of this optimization are presented
in Figure 5 as a function of the transmit SNR at each buoy.
Figure 6 presents the number of active buoys that the fusion
center communicates with as a function of the tranmit SNR
of the buoys. It is observed that for low transmit SNR’s, the
fusion center selectively communicates with only those nodes
that have high source variances (σ2

i as given in Table I) while
at high transmit SNR’s, it performs a form of water-filling (see
[19] for example) across the buoys. We also note that hight
source variances translate to more information content in the
information theoretic sense and so the low SNR behaviour
can also be interpreted as selectively communicating with the
nodes that have more information to transmit that the others.

Let us assume that all the nodes have the same transmit
SNR. As this SNR increases from zero, it is observed that the
buoys are communicated with in the order of decreasing source
variance – the buoy with the highest source variance (node
107) is turned on first while the one with the lowest source
variance (node 101) is turned on last. When SNR0 is large,
all nodes are allocated some time and no Ti is zero. In this
case, Equation (10) leads to Ti ∝ log(2σ2

i Ri)
Ri

and so, the time
allocated to a particular buoy is directly proportional to the log
of its observed variance and increases with its distance from
the fusion center (since rate decreases as distance increases).
It is then straightforward to see that buoy 107 always has the
largest time allocated to it of all the buoys in the network
(since it has the largest variance as well as distance from the
fusion center) and is always the first node to be turned on for
communication.
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Fig. 6. The number of active buoys for the minimum sum distortion problem
with a fixed fusion center for fc = 1kHz and fc=24kHz.
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Fig. 7. The minimum sum distortion at the fusion center as a function of
SNR0 optimized for the location of the fusion center for fc =1kHz and fc =
24kHz. We also present the case when the fusion center is fixed.

VI. PROBLEM SETUP WITH A MOBILE FUSION CENTER

We now address the case when the fusion center is mobile
– in effect, we now optimize the results of the last section as
we vary the location of the base station from the fixed one
assumed there. Some gains are immediately obvious – at low
SNR0’s, we would locate the fusion center at the node with
the largest variance and turn all the other nodes off – thereby
leading to some gains over the fixed base station approach.
Figures 7 and 8 present the results of this optimization as
a function of SNR0. We note that while there gains over the
fixed base station scheme, they are not large when fc = 1kHz –
the gains are more striking when fc = 24kHz. We conjecture
that this is because of the small distances involved in this
network – the largest distance is on the order of hundreds of
metres and for the attenuation coefficient implied by Equation
(1), we do not have significant losses, when fc = 1kHz, over
the underwater links for the communication losses to factor
majorly into the problem. However, when fc = 24kHz, β is
significant enough so that moving the fusion center actually
produces significant gains.



6

0 2 4 6 8 10
0

1

2

3

4

5

6

7

8

f
c
=1kHz, Fixed Base Station

f
c
 = 24kHz, Fixed Base Station

f
c
 =1kHz, Mobile Base Station

f
c
 = 24kHz, Mobile Base Station

Fig. 8. The number of active buoys to minimize the sum distortion at the
mobile fusion center as a function of SNR0. We also present the results when
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VII. CONCLUSIONS

We presented analytical and simulation results for the mini-
mum sum distortion problem for data collected from a network
of buoys. The analysis is presented for the cases when we have
a fixed fusion center and the case when the fusion center is
allowed to be mobile – thereby giving us additional parameters
to optimize over. However, for the problem we set up, we note
that the gains from the mobility of the fusion center, though
noticable, are small. However, these results are particularly
relevant for networks involving large distances and the case
when most of the network is in inhospitable terrain and it is
impractical to locate the fixed base station at a location of our
choice.

There is plenty of scope for further work – the time and
spatial correlations in the data collected at the buoys are
currently ignored and can potentially be used to drive down
distortions for a given rate constraint. This would lead to better
results, but would involve more complicated processing at both
the buoys and the fusion center. We also envision a future data
collection activity to test the algorithms of the form described
in this paper.
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