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ABSTRACT The Weber quantizer presented in this work is different to

) ) ~ other quantizers in many ways as will be explained later. It ex-

We present a theoretical analysis of a perceptual codingjoits one very basic property of human perception which is
approach for networked telepresence and teleaction. Our $¢own as Weber’s Law. We analyze the signal behavior of the
called Weber quantizer is based on Weber's Law and cafjeper quantizer in order to derive metrics for the parameters
be used in haptic data communication to eliminate changeg yses. Our goal is to find connections between the analyti-

which can not be perceived by the human operator. Thgy signal distortion it causes and the distortion perceived by
main advantage of the Weber quantizer is that it minimize$,;mans.

the number of samples or packets to be transmitted. BasiC The remainder of this paper is organized as follows. In
properties like the resulting sample rate and the MSE of th&ection 2 we present previous work on this topic. Section 3
proposed Weber quantizer are derived analytically and Provefresents the basis for the presented approach followed by a
correct by simulation for the case of a uniformly distributedyetajled description of the approach itself in Section 4. Some
input sequence. The contributions in this paper provide thgagic properties of the approach are presented in Section 5

basis for the analysis of more realistic signal models and consnq confirmed by simulation results in Section 6. Section 7
stitute a first step towards the understanding of the relationsgcjudes this paper.

ship between the Weber quantizer, statistical error measures
and actual human distortion perception.
o ) 2. PREVIOUS WORK

Index Terms— Quantization, perceptual coding, teleoper-
ation, telepresence, teleaction Quantization is omnipresent in today’s digital technology. For
example, Pulse Code Modulation (PCM) as the basic type
of digital media signal representation is used with different
quantizers depending on the application. For instance, on a

. . . ._Compact Disk (CD) it is used with a uniform scalar quan-
Extensive studies performed by experimental pSyChOIOgISﬁzerwith 16bit resolution. In ISDN it is used with non-linear

and physiologists have unveiled a great number of l'm'tatlonsqﬁantizers (A-lawyi-law, [1]) with 8-bit resolution for tele-

properties and dependencies in human perception. Mode one speech data. Those two quantizers use a logarithmic

signal processing makes it possible to use these findings f(&:ale to match human distortion perception and to optimize

the optimization of perceptual signal coding. In this work we_. nal to noise behavior in speech communication. For this

X X . si
§tudy perception-based data reducﬂoq for haptic data strearp%d of scalar quantization, every sample value is quantized
n netwo_rkeql telgprﬁselnce and te_Ieaﬁtlon systems_ ¢ | individually. There is no delay introduced by the quantization
Qu_antl_zano_n_ Is the lossy stgp in t_ € conversion ot ana OS},tep. For storage or transmission over a circuit switched con-
data into its digital representation. Itintroduces noise into the ., i this approach works fine. For block-based or packet-
S|gnall adnd bmakeshlt |r|l|1pos§|ble, even for band “m'tﬁd S'gn,aLSased transmission typically multiple quantized samples are
sgmple ? 0\I/e the Nyquist-rate, to reconstruct the orginglen; en ploc. The delay encountered corresponds to the block-
signal perfectly. size used. More recent work on multidimensional logarithmic

This work has been supported by the DFG Collaborative Research Cerguantlzers which is closely related to the multidimensional

ter SFB453. J. Kammerl has been supported by a grant from the UriinersiteXten_Sion_mc the Weber quantizer was presented in [2]. The
Bayern e.V. quantizer in [2] targets at very low delay and hence very small
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blocks of samples are quantized jointly. If the delay constraing.1. Principle

is so strict that every new sample has to be quantized and ] ]
transmitted immediately, the quantizer in [2] becomes a tradi] "€ Weber quantizer generates a constant output sigasl
tional logarithmic scalar quantizer. long as the input signal does not exceed the perception thresh-

i?‘Id q * kq. Once this threshold is exceeded, the output signal

In comparison to these quantizers the quantizer studied ; . .
this work introduces no delay and minimizes the number ofs updated to the current signal value and this value is held at
he output until the new perception threshold is exceeded.

samples to be sent from a transmitter to a receiver. This proﬁ
erty is particularly attractive if every sample has to be sent it
a separate packet as it is typically done in networked telef
resence and teleaction systems. In such a scenario, the Wel

guantizer minimizes the number of packets being generatec [ [ I I [ [ { ?e? [ T I [ I I [

The Weber quantizer presented in this work has alread ‘ HHHT T I ’ >t
been used for the transmission of haptic data in telepres- -
ence and teleaction systems and has been proven to work
efficiently [3, 4, 5]. Stability implications and passivation
methods for the presented approach have been presented inThe principle of the Weber quantizer is illustrated in Fig-
[6, 7, 8]. In this paper we concentrate on a theoretical analydre 1. Values in black are the output of the Weber quantizer.
sis of its properties. Values shown in grey do not violate the threshold and are dis-

carded. The grey zone around the black output signal, the so

called deadband, marks the perception threshold. Once it is

3. WEBERS LAW violated by a new input sample, this input sample becomes

the output.
Human perception has undergone thorough research during
the last century. The respective perceptual threshold values
for all kinds of stimuli put on the human body have been stud- _
ied. Apart from very detailed information for every modality g
a human being can perceive, one major conclusion emerged?
from these studies: Human perception often follows Weber’s
Law. Ernst Weber was an experimental physiologist who in

Fig. 1. Principle of the Weber quantizer.

0.5}

O +

1834 first discovered the following implication 0 0:5 1. 1.5
Time
%:kz or AIl=kI (1)

Fig. 2. A haptic signal before and after applying the We-
where AT is the so called Difference Threshold or the ber quantizer. The signal represents the velocity of a haptic

Just Noticeable Difference (JND). It describes the smalles;qev'cfa ina telgpresence aqd teleaction experiment [3].' The
amount of change of an (arbitrary) stimulus which can bq\;glocny signal 'S Saf“p'e‘?' with 1kHz and represented with 16
detected just as often as it cannot be detecteds the ini- it before quantization with the Weber quantizer.
tial stimulus which is altered by the JND and the consfant  Figure 2 shows the quantization of a signal in a telepres-
which we call the threshold parameter from now on, describesnce and teleaction experiment [3]. In this experiment, the
the linear relationship between the JND and the initial stimusender is a human operator attached to a human-machine-
lus. interface and the receiver is a telerobot. The recorded velocity
signal is the noisy signal shown in grey. The quantized signal
is the step-shaped signal drawn in black. Note the variable
4. THE WEBER QUANTIZER step size depending on the signal magnitude, which corre-
sponds to the JND. As can be seen from Figure 2, the Weber
Generally, a scalar quantizer defines intervals of possible irguantizer generates only a very small number of different out-
put values and maps them to one output value for each inteput samples that are to be signaled between the sender and re-
val, the so called representative value. The time discrete inp@eiver. In case of a perceivable change it modifies the output
signal can either be continuous in amplitude or already quarwithout any algorithmic delay.
tized. The output signal of a quantizer normally consists'of Whereas other quantizers like scalar and vector quantizers
possible representative values fon#it quantizer. The We- reduce the output alphabet and thereby the sample resolution
ber quantizer differs from standard quantizers as is explaineaf the signal, the Weber quantizer adapts the temporal resolu-
in the following. tion of a signal.



4.2. Input-Output Relationship was the last reference value. This probability is denoted as

. . . . .0, in the following. Hence,
The main rule, how the output signal is generated is described” g

in the following. The discrete input signal is defined as: s )
e=> 6mBl(wi — gim)? (7)
x; € [—00,+] 2 m=1

wherei is the sequence number of a sequence of input sanl’? — 0 is left out because no error is introduced when

becomes the new reference value.

ples.
The output signal of the quantizey is generated by the
following rules: 5.1.2. MSE for Uniformly Distributed Input Signals
. |zi—2i We assume; to be uniformly distributed from-a to a:
4 = Ti—m if 77;”7:"" <k (3)
' z; else z; €U(—a,a) (8)
and and signal values are independent:
qi—1---Gi—m = Ti—m (4) P{xz‘xzfm} _ P{(El} c Z/I(—a, a) (9)

wherem samples back in the signal the last threshold vio- ) o _ ) )
lation took place.k is the perception threshold from Equa- Admittedly, this is quite a simple signal model. However,
tion (1). For human perceptidnis in most cases in the range it Provides a first step to the theoretical analysis of this novel

from 0.05 to 0.15. We calk; ,, the reference value from duantizer to see how it behaves for very basic signals. In
now on. upcoming work, we will provide analysis for signal mod-

els which more adequately match the encountered signals in
bilateral telepresence and teleaction like a Wiener process

5. ANALYSIS model or an autoregressive model.

At first we determine the amount of distortion the Weber .
guantizer introduces. We do this in order to gain a first re>-1-3. Calculation
lationship between measured distortion and perceived disgrm, = 1:

tortion. As in other fields of perceptual coding (like video

coding) perceptual models are very complex. So although e=Ey,_, [Eo[(®i — qim1)?|wi1]] (10)

perceived distortion may deviate from measured distortion

greatly, simple distortion measures are commonly used thhis means that the MSE in the case= 1 is the expected

evaluate the performance of coding techniques. In upcom\4alue of the squared error given the previous value was the

ing work, we plan to utilize the knowledge gained from MSE "éference value.
computazion to find metrics that describe how the parameters By [(zi — qi1)?|zioa] =
of the Weber quantizer affect human distortion perception. sl A -

z;—1(14k)
— / ((El — xi,1)2 . P{$1|$Z,1}d$1 (11)

5.1. MSE Calculation i—1(1—k)

5.1.1. Definition of MSE To simplify we introduces = ;1.

The MSE of the Weber quantizer introduced up to sample 1 [v(1+F) ) 1 [, B

rhe v _ - ) 2dp; = — 2 s = C0® (12

is defined as: 2a Jy1-1) (@i —v) dw 2a /_,w A P (12)

Yo — 4;)? 3 1 k3 fo k3 a2
MSE=¢= ==0"7 2~ (5) E, |23 = =2 [ Bgp =10 13
1+1 i1 134" 2a 3a ,av v 12 (13)

When the input signal is stationary, we can write the MSE a®Jnder the same assumptions and the same signal model, espe-
the expected value: cially because of the independence of subsequent signal val-
ues, we can also say for genenal

e = E[(zi — 4:)”] (6) 8
. 2| - .3
¢; depends on the last reference valye,, (the current out- Ey (%5 — qimm)|imm] = 35 Li-m (14)
put value). This value lies: steps back in the input signal. and
So we have to consider all possible valuesrond multiply ) k32
each respective expected value with the probability that, Eay o Bz (i — Giem)?|Timm]] = (15)

12



Therefore the MSE is: Unfortunately this is not trivial. The PDF of the term

302 & Ti — Ti—m
’“1; 5 (16) f=—" (21)

m=1

Ti—m

e= Z OmE(z; — Qi—m)Z] =
m=1

o . . can be seen in Figure 3. Note that the distribution does not
Because one of the preceding input values is certainly the re&epend o

erence value, the sum over the probabilitigsis 1. Conclud-
ing, we can say:

0.3
_ k3a?

— MSE
¢ 12

a7) 0.25f
for the given signal model. 0.2}

0.15}

ability Density

5.2. Update Rate

Since the output signal of the Weber quantizer does no? 01y
change as long as the input signal stays within the perception
bound, no information passes through the quantizer during 2051
those times. This property can be used to reduce update rates

0

because only in case of threshold violation updates are neces- -6 -4 ) 0 2 4 6

sary. In applications like the transmission of data streams this

can be .used to S|gn|f|cantly lower packet transm|SS|on_ratgs as Fig. 3. Probability distribution of.

shown in [3, 4, 5] in the context of haptic data communication

in telepresence and teleaction systems. The integral under this distribution fromk to & yields~y.
Figure 4 shows the curve farfromk =0tok = 1.

5.2.1. Savings in Update Rate 0.4

In general, the savings in update rate can be expressed as the0.35
probability  that a new input value does not violate the cur- 43|
rent threshold.

o 025}
a = P{z; does not violate threshojd= % 0.2}
oo (O}
i — Tiem 0.15}
= Y P{k< T S ks, (18)
m—1 Li—m 0.1}
0.05}

The probability that a new input valug does not violate the
thresholdz; _,,, + kx;_,,, multiplied with the probability that 0
the valuezx;_,, is the respective reference value is summed

up over all possible values af.

0 01 02 03 04 05 06 0.7 08 09 1.0
k

Fig. 4. The update rate savingsoverk.
5.2.2. Savings for Uniformly Distributed Input Signals

If we again assume; to be uniformly distributed from-a to 6. SIMULATION RESULTS
, we can calculate the update rate saving as follows.
“ P g 6.1. Calculated MSE

o = i P{—k < Ti ~Zi-m _ K}, Ir? order_ to verify the analytical calculations_inthe last section
o Ti—m simulations were conducted. The left plot in Figure 5 shows
0o 0o the MSE as calculated in Equation (17) as a function of the
- Z VO = Z 5y = width of the uniform distributionz and the threshold param-
m=1 m=1 eterk. Values ofa range from 0 to 10k ranges from O to
= ~ (19) 0.5
Now we have to calculate. 6.2. Simulated MSE

The simulation was done by taking every possible combina-

Ti — Tj—m
v=P{-k< <k} (20) tion of e andk and generating a uniformly distributed random

Ti—m
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Fig. 5. The calculated (left) and simulated (right) MSE results.

sequence of 1000 samples with the respeativquantizing &, with a saving rate of about 5% fdér = 10% (an empiri-

this sequence with a Weber quantizer with the threshold paally reasonable value). Experiments with real telepresence

rameterk and measuring the resulting MSE. The measureand teleaction systems have shown thatifer 10% packet

ment plot is shown on the right side of Figure 5. rate savings of 90% and more are possible. This leads to the
We can see that the plots match very well which indicatesonclusion that a more correlated signal model (like Wiener

that the analytical derivations were correct. However, due tor autoregressive process) would yield much more realistic

the simplicity of the signal model, implications for real appli- results.

cations are hard to derive.

6.3. Simulated Savings in Update Rate

. . . 7. DISCUSSION AND FUTURE WORK
During the same simulation run a measurement of update rate

savings was made. The results of this measurement are shown
in Figure 6. A new way of perceptual coding is presented in this work.
’ The so called Weber quantizer is introduced. In comparison to
well known approaches like scalar- and vector-quantization,
the Weber quantizer does not quantize the samples of a signal
but its temporal behavior. It can be used to remove impercep-
tible samples from a signal and, by doing so, adaptively down-
sample the signal. This work concentrates on the theoretical
background of the approach: We present a way of comput-

A ﬂ',‘w"' xv, "(\"‘\w’ v ing the achievable update rate saving along with the analysis
. {ﬁ”ﬁ' 4;4 R ‘,“%VM 'Av“‘ ‘\‘0 e of the distortion (MSE) introduced by it for uniformly dis-

ol "‘Q’ﬁg?%}" - tributed input sequences both analytically and by simulation.
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"‘ ""”’ Since the Weber quantizer gives us the possibility to only
4

update the output signal when a perceivable change of the in-
put signal takes place, it can be used in the packetized trans-
mission of multimedia data as has been shown in earlier work

0.5

Distribution width a 0 o P ion threshold k i ' )
ereeplon fresho of the authors where haptic data in telepresence and teleaction
. . . _ systems was transmitted. The perception threshold parameter

Fig. 6. Simulated savings in update rate. k has to be determined individually for every application. Our

It can be seen that the savings in update rate are indepefXPeriments with haptic data showedo be mostly between
dent from the width of the uniform distribution. And the in- 0-05and 0.15.
crease withk matches exactly the calculations from Figure 4. The multidimensional extension of the Weber quantizer has
What we can see from this result is that for the given signahlready been presented in [4] and will be further analyzed in
model packet rate savings are almost linearly dependent dhe near future.
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