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Abstract—Semantic annotation has been used to combine var-
ied information sources — gathered as unobtrusively as possible —
and produce enhanced tools for working with digital resources. In
this paper we describe trials carried out using a location tracking
system and Semantic Web annotation technologies to analyse
activities in a simulated ward environment. The motivation for
semantic annotation of the space will be outlined along with
the practicalities of the location based tracking system. The
integration of location, annotations and video information will
be discussed together with the technologies and approaches
applicability to use in a real ward environment.

I. INTRODUCTION

This paper discusses the technical and practical issues
encountered through the use of Semantic Web technology
to capture information in a ward setting. The data collected
included video streams, captured annotations, location tracking
data of people (nursing students and staff) and ward equip-
ment, and patient sensor data from a computerized mannequin
(SimMan). The paper builds on previous work in the context
of learning environments and video replay [1].

Annotations are, at their simplest, just metadata. But by
harvesting annotations with meaning, defined by ontologies
— semantic annotations — we aim to fuse metadata sources
together. Audio and video together present a highly detailed
capture of an activity; perhaps too detailed, because reviewing
a recording can be almost as time-consuming as the original
activity. Annotating a video ‘by hand’ is similarly intensive, as
it often involves reviewing the entire record, or making anno-
tations as the activity occurs - which is often onerous enough
to preclude full engagement in the activity itself. We look,
therefore, to augment our record with semantic annotations
from as many sources as possible, and from sources that have
a low impact and overhead on the participants.

Broadly speaking, there are pragmatic, policy and man-
agement reasons why it is important to develop the science
and analysis of tracking and annotating people and equipment
through simulated hospital ward activity.

First, the simulated ward environment enables the safe
and ethical development of tools that could subsequently be
deployed for use in the ‘real’ world of health care practice,
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for example, designing location trackers that are health and
safety compliant within a clinical or home setting.

Second, simulated environments, equipped with audio visual
capture facilities, are used increasingly for the education and
training of a range of students and staff. The data generated
in these situations provides a rich resource for educational
and research analysis of student performance, their interactions
with each other and objects/equipment located in the environ-
ment. However the ability to assess student performance and
provide timely feedback is a huge challenge when the ward
facilities have several cameras in simultaneous use and there
are large numbers of students requiring such feedback. Indeed
‘finding’ the student in the ward environment is a crucial step
when the student may be visually ‘off camera’, yet captured
by a different camera/microphone and the location device - the
third challenge. Annotation enables the marking of the event,
which can then be matched with the tracking data. Favela et.
al, [2] have shown how work activities can be derived from
contextual information when it is available.

Fourth, the clinical incidents that form the basis of the
simulated learning activity generate time markers that should
stimulate student responses, for example the computerized
patient (SimMan) who, at a predetermined moment exhibits
altered sensory data (pulse, blood pressure, oxygen levels for
example).

Fifth, noting how people and equipment are physically lo-
cated, move and interact with each other in response to events
provides educational and management insights into the effi-
ciency of these movements, logistics, ergonomics, environment
design, teamworking and leadership styles. Within the cost
constraints of modern health services, strategies to improve
design, process and human performance are ever present.
Other approaches have sought to make similar illuminations
on how co-ordination is achieved with non-digital artifacts in
clinical settings [3].

Interestingly, in their discussion of the suitability of indus-
trial methods to improve the quality and efficiency of health
services, Young, Brailsford, Connell et al., [4] recommended
the use of simulations to identify how these methods would












annotations made about those objects or people. In this way
we would aim to have an interlinked body of knowledge that
can be queried spatially and temporally in order to understand
what is happening with a space over a period of time.

One of the important roles for RDF in pervasive computing,
together with the associated Web Ontology Language (OWL)
which is used to describe shared vocabularies, is in describing
context [25]. A variety of notions of context may be expressed,
including location and user tasks [26]. Ontologies can also be
used to describe device capabilities, for example to facilitate
content delivery to devices with diverse characteristics [27].
In this work we aim to look at using geographical location to
link together semantic annotations (made by observers of the
activities) in order to describe the context in which tasks were
carried out. For example we might want to be able to describe
that at a certain point in time (time marker) a user was carrying
out a certain activity (observers annotation or SimMan logging
information) whilst stood next to a certain piece of equipment
(spatial annotation). It is the expressiveness, inter operability
and common vocabulary that can be constructed using RDF
and Semantic Web technologies that makes it highly suitable
for constructing these types of information systems.

An ontology was co-designed with the nursing staff to
capture naturalistic time sequenced observations typical of the
scenarios, with a clustering of themes according to discipline
specific relationships. For example “taking a blood pressure
reading” was clustered under a heading of “taking and record-
ing vital signs”. The individual activity of the reading then
breaks down into further components such as “putting the
cuff on”. The ontology was not intended to be in any way
comprehensive nor to encompass all pervasive activities as has
been attempted with other taxonomies[28].

A simple interface was built so that a mentor in the control
room can, whilst monitoring a session, quickly capture events
as they occur using the ontology; an event is time stamped
when selected using a mouse in the tool, after which further
details can be recorded. Further details of the text annotation
system and its replay can be found elsewhere [8].

Although the observational tool has been designed to be
used simply and quickly — thus not distracting the annotator
from the video feed for a minimal period — the cognitive
overhead of annotating in real-time is still significant and
volume and detail of annotation correspondingly limited. We
therefore turn to other — automated, pervasive — sources of
semantic annotations. By extending our ontology and mapping
to others we will be able to combine these annotations and
produce structures for navigation and review.

III. CASE STUDY

As has been stated previously, the initial drivers for this
work were to develop technologies to help academics better
understand how students learn in skills-based learning scenar-
ios and to provide feedback tools that will allow the students to
reflect on how they performed during the task [8]. By adding
the location tracking as an annotation generator it was hoped
that more detailed analysis could be generated from the data
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which might in turn facilitate new forms of questioning, some
of which could extend beyond the learning framework and
instead form questions of the space itself, i.e. a hospital ward.

A. Location Tracking in the Nursing Lab

Previous deployments had found that tight grouping of
people can cause significant degradation to the radio signal; the
teaching scenarios meant bunching of students around a patient
was almost inevitable, so we attached the tags to the epaulettes
on the shoulders of the student uniform (positioning of the
sensors at ceiling height also helped minimise interference).

Once a session had started it would not be appropriate to
interrupt for technical adjustments, so we instrumented two of
the students with a tag on both shoulders — both for redun-
dancy, and to expand the data set to enable the exploration
of location consistency (two sensors moving together a fixed
distance apart) and orientation of the student.

Other actors in the scenario, such as the ward sister and
doctor, wore the tags more conventionally using a lanyard
around the neck. In addition to the participants, two pieces
of mobile equipment in the lab, namely the dressing trolley
and crash trolley, were also tagged. Both were expected to be
moved by the students during the exercise giving additional
contextual information for tasks taking place.

While the Ubisense sensors must be calibrated before use,
this only fixes the position of the sensors in relation to each
other, and the tags in relation to the sensors. The room was
measured for future mapping activities and the Ubisense tags
were used to ‘trace’ paths around the ward and specific objects
within it whilst the cameras were recording. This data would
then allow the coupling of the measurements of the physical
space with the abstract co-ordinate space of the sensor system.

The Ubisense software logs a time-stamped record of up-
dated tag positions; the sensor cell allocates time slots for
the tags it can ‘see’ based upon their motion/activity up to a
maximum of 10 updates per second. A mapping was recorded
manually between the tag IDs that appear in the logs and
the participants and objects that were wearing the tags. This
additional semantic data, forms another source of information
for the subsequent connection of the different information
sources for inference.

As time is the key axis against which we wish to align
our annotations and video, having a fixed point common to
all media and annotations was necessary for synchronisation
purposes. To achieve this we used the buttons on a Ubisense
tag to register an event in the log. The button press was
synchronised to a verbal countdown on the video/audio record-
ing (in the spirit of a clapperboard). For a more permanent
installation one might expect to synchronise all the capture
machines to a common reliable clock source and have the
different infrastructure systems more closely coupled.

IV. DISCUSSION

A. The Trials

The nursing students found the Ubisense tags easy to wear
and were able to ignore their presence; similarly the sensors






region’, ‘nearest’, ‘within x distance of’ etc. Further detailed
analysis of the location data is required to establish the likely
effectiveness of such processing. Here we have the location
data taken from tag 136 plotted in Figure 7:

2008-07-31 10:40:127,,136,-6.61,-2.65
2008-07-31 10:40:13%2,,136,-8.21,-2.73
2008-07-31 10:40:13%2,,136,-8.23,-2.73

From this we can establish that at the time of the manual
annotation creation, tagl36 is the nearest tag to the sink:

(tag136, is_near, sink)

In turn, tagl36 can be identified as the participant ‘Eva’,

From the RDF tuples above we can see how walking the
RDF graph would allow us to fill in the initial gap in the first
tuple and establish that:

(Eva, performs_activity, “hand washing”)

demonstrating how we can construct more concrete seman-
tic descriptions of the activities from the disparate sources of
semantic information in the system.

We have information from our measuring of the fixed lab
that could extend this further by comparing with the tuples
containing information about the fixed views of cameras in
the system. We might identify that:

(Camera6, has_region, polygon)

The system has the information available to be able to es-
tablish which camera can now see the activity ‘hand washing’
by participant ‘Eva’.

In this way, the fusion of the Semantic Web information
from the different sources allows us to make inferences across
the data to produce new semantic understanding of the activity,
which in turn can be used to provide additional functionality
across the data. This is simply one fairly straightforward
walked example. Although supported by the data, this was not
performed automatically and the consistency of the sensor data
suggests that more work is needed on processing and filtering
of the data. The mechanisms for performing the spatial queries
described above would also need formalisation for such a
system to perform inferences of this type automatically. There
are also known issues with using Semantic Web inferencing
across triple stores in real-time, which would need to be
addressed.

With such technologies in place however, we would hope
that the data could be questioned automatically in other more
complex ways, for example:

o proximity to an area of the ward with a specific function
implies the tagged student is performing a particular task
or class of tasks — e.g. washing hands at a sink, using the
phone at the nursing station.
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« movement of mobile equipment indicates at least the
expectation of a specific class of activity.

« the position around a bed (at the head or foot) and in
relation to other participants may imply which student
is performing an annotated task. Such as attaching an
oxygen mask or reading the chart.

Clearly at this stage the equipment is not developed suf-
ficiently to be suitable for real world use in health care
environments.

V. CONCLUSION

More detail analysis of the data is required before we can
reassure ourselves that this process could be fully automated
and that the data quality is suitable to produce useful in-
ferences in general, but we believe that these initial trials
suggest that the Semantic Web approach we have adopted
may be potentially fruitful in the development of automated
techniques for constructing usable semantic annotations in
ward environments.

The development of ontologies for both annotation and
tracking offer interesting potentials for future modelling in
complex environments (e.g. our own work and the social
interaction ontologies outlined by Chen et al [30] when they
conducted audiovisual analysis of elderly people in a nursing
home).

As outlined earlier, quality improvement initiatives require
close attention to processes, interactions and resources. The
ability to simulate change and evaluate it before deployment
could be crucial to effective implementation of new initiatives.
We have demonstrated that analysis of real time activities
offers huge potential once the appropriate techniques and tools
have been more fully developed and tested. The outcomes of
such work could offer:

« insights into new and better ways of working,

« reinforcement of effective patterns of behaviour and ac-
tivity,

o different venues and arrangements for the location of
people and fixed or mobile equipment (ergonomics)

o tools to train and educate staff to be more effective and
self reflective

« enhancements to after action review procedures

« strategies and tools to measure, collect and analyse dif-
ferent data streams

« evidence for teamwork analysis

« modelling of clinical environments to better reflect the
activities within the environments

o research into, or associated with, the above activities.

In our recent work we have trialled the use of location
tracking technology to capture and augment semantic anno-
tations in the context of a skills-based teaching lab for nurses.
After an initial analysis, we believe the location data - -albeit
imperfect — to be a useful bridge between observational text
annotations and the full video record of the session. By using
extensible ontologies we expect to also integrate annotations
from the SimMan mannequins, and extend capture to other



pervasive sensors should they be installed (telemetry from
other equipment, light switches, sensors on soap dispensers
etc.).

The location tracking data has further potential as a pri-
mary data source. When synchronised with the activity data
we expect to extract and infer from the combined semantic
annotations, it could provide valuable insight into streamlining
ward layout. The same activity data could be fed back into the
text-based annotation tool on a real-time basis, automatically
informing the choice of annotations and further enhancing the
process.

It is the expressiveness, inter operability and common
vocabulary that can be constructed using RDF and Semantic
Web technologies that makes it highly suitable for constructing
these types of information systems.
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