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ABSTRACT spect to more complex standard topologies. To further apéim
area/energy/performance, an approach based on the caatumi
of simple standard topologies can be much more effective.

In this direction, the proposed approach starts from a smpl
topology (such as ring) for the application-specific toggl@us-
tomization process to boost the network performance witheu
quiring the area and energy overhead of more complex neswork
In particular, this paper presents an application-spedésign flow
for the topology customization of STNoC [3, 4], the Networrk o
Chip developed by STMicroelectronics. Starting from ringdil-
ogy, the design technique tries to find the optimal topolagthie
STNoC family of topologies (ranging from ring to spidergdn)
adding a set of custom links to optimize the network perforcea
on the target application.

1. INTRODUCTION The paper is organized as follows. Section 2 reviews some re-
lated works and presents the context where the work takee.pla
While in Section 3 and 4 are respectively presented the yhaor
communication metrics to evaluate NoCs and the STNoC archi-
tecture, Section 5 describes the proposed flow. The expetane
results and some considerations on the STNoC topology @atim
tion are shown in Section 6. Finally, Section 7 concludetiyeer
summarizing some future trends of our research.

To support high bandwidth SoCs, a communication design fow i
necessary for the design space exploration respectingdéegign
requirements. In order to exploit the benefits introducedHhsy
NoC approach for the on-chip communication, the paper ptese
a design flow for the core mapping and customization of the net
work topology applied to STNoC, the Network on-Chip develdp
by STMicroelectronics. Starting from ring topology, theposed
application-specific flow tries to find a set of customizedotop
gies, optimized in terms of performance and area/energsheae,

by adding links. The generated STNoC custom topologiesigeov
a reduced cost with respect to the spidergon topology.

The scalability and the success of switch-based networlls an
packet-based communication in parallel computing havpiried
the researchers to propose the Network-on-Chip (NoC) &athire
[1] as a viable solution to complex on-chip communicationkpr
lems. Although sharing some similarities (e.g. topologgchke-
tized routing) with traditional networks in multicompusg®] (some-
times calledmacro-networks), the NoC communication paradigm
has specific properties which differentiate it from macetworks.

Design-time specialization is an important factor for theCN 2. PREVIOUSWORK

paradigm. In fact, most NoC architectures are specificalyet Designing application specific Network on-Chip has regeie

oped either for one embedded application or as a platformafor ;e a?mugt fgpmany acgademics and industriarf researcpgrou

§ma|l class of apphcatlons and consequently, the trgffar.axt'ter- Although many works have been presented in the past as gen-

istics cover an important role for the network customizatio eral evaluations of NoC architectures using random stif58]
Designing a NoC architecture, the first step to be done is the 1o eniy the design of application specific NoCs is the faziitse

topology selection. Due to the regularity characteristiog the research in the on-chip communication field [9—16].

success in macro-networks, standard topologies (such aseh In [9-13] the C ot £ ;

h ; — problem of an application-specific mappingaies
and torus) have been selected as pasus for the on-chlp rieimor onto the Network tiles is presented. This problem has bedelwi
fras;ructure. However, in the on-chip c_iomaln, the connﬁytt_he- explored and different approaches have been proposed] &m@®
oretically offered by standard topologies cannot be fuligleited [10] two heuristic approaches derived frdranch and bound and
due to the nature of communication traffic in real embeddeyi-ap greedy techniques have been presented, while in [11, 12] the map-

cations. In other word, we can pay in area and power overhead ina oroblem has been modeled by using a genetic approach. In
more than the performance benefits that the topology cam. offe Fls?, I?he authors extend the mappi)r/1g prgbler%l to mult?-?ms

In fact, in certain application scenarios, simple topadsgsuch as application on set-top boxes and TV-SoC design.

ring can show a better area/energy/performance tradeitffre- More structural approaches for the application specifitomiza-
tion of the on-chip communication have been presented inl&}
In [14] the authors present a methodology for the custonaizaif
the STBus crossbar. In [15, 16] the target of the custontnat
the topology of the network, using a decomposition apprdach
Permission to make digital or hard copies of all or part o$ tiork for fully customization [16] and the insertion of long links tet 2D
personal or classroom use is granted without fee providatidbpies are mesh standard topology [15].
oL of duted fo rof o commercal aerlaga el cores I his paper, wilh respect o the previous research, weeptes
republish, to post on servers or to redistribute to listguies prior specific a mgthodology for mapping and topology customl;atlon f.OCNO
permission and/or a fee. applleq to an industrial case study, STN_oC by _STMlcroemmls.
In particular, the proposed approach tries to find the besliap
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tion specific topology for the STNoC family of topologies gamgy
from ring to spidergon.

3. THEORY ON COMMUNICATION
METRICSFOR NOC

Before starting the description of the design flow used fer th
STNoC topology customization, let us introduce some thesale
concepts. First of all, we define two main graphs that are the o
ject of our discussions: the core graph, used to describtathet
application, and the topology graph.

Thecore graph (also called application graph or communication
graph) is a directed grapti(V, E) with each vertex; € V repre-
senting a core and the directed edgg v;), denoted as; ; € E,
representing the communication between the coresdv;. The
weight of the edge; ; represents the bandwidth of the communi-
cation fromv; andwv;.

The NoCtopology graph is a directed grapl® (U, F’) with each
vertexu; € U representing a node in the topology and the directed
edge(us, u;), denoted ag;,; € F, representing a direct commu-
nication between the vertices andu;. The weight of the edge
fi,j, denoted bybw; ;, represents the bandwidth available across
the edgef;, ;.

Given a NoC topology grapl?(U, F'), we define asNoC Ag-
gregate Bandwidth a cost functionA B that is based on the overall
communication bandwidth allocated in the selected NoCloapo
More precisely: AB = Z‘,f:‘l bw(linky) wherebw(linky) re-
turns the bandwidth allocated to the likland| F| is the number of
all the available connectiong,; described before. The values of
the AB cost function reflects the dynamic behavior of the system. In
fact, small values of the cost function mean that, on avenagges
in the core graph with high communication edges are placed close
to each other (reducing the topological delay of the comeai
tion) and it is reduced the probability of contentions in #ueess
of a shared resource (in this case, a link of the network).

In this direction, two metrics representing the contentiothe
utilization of a shared link are:

e Average link utilization (LU,.)
the network traffic:LU,, = 42

P

that gives a global view of

e Maximum link utilization (LUp.q.) that gives information on
the worst caseLU oz = Mazi{bw(linky)}

The introduced metrics have been used in the proposed d&sign
to evaluate the effectiveness of the solutions.

4. THE STNOC ARCHITECTURE

STNoC [3] is a flexible and scalable packet-based on-chipanic
network designed according to a layered methodology foctine-
munication design. The most important feature of the spinief4]
architecture is that the conceptual simplicity of the taggl also
translates into the most cost-effective silicon impleragion of the
key components: routers and network interfaces. In theespid
gon topology all the IP blocks are arranged in a ring wheré ¢Rac
block is connected to its clockwise and its counter-clodenieigh-
bor as in a simple ring topology. In addition, each IP blocalso
connected directly to its diagonal counterpart in the nétywehich
allows the routing algorithm to minimize the number of notrest
a data packet has to traverse before reaching its destinaboe
of the particular added value of spidergon with respect &vipr
ous topologies is the ability to provide the proper cosffrenance
trade-off in the NoC domain. For example, topologies suchlxs
mesh (that theoretically provide high communication spede
expensive to implement in silicon because of their large lmemof
router ports and connections. The ability to downsize thohiar
tecture by removing unused components and links depending o
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Figure 1: Mapping and Topology Customization Design Flow.

the application traffic allows STNoC to actually support aga of
topologies, from tree, to simple ring and up to spidergorkogy.

5. PROPOSED DESIGN FLOW

Although spidergon offers good characteristics in termaetf
work diameter, connectivity and regularity, a customizegbtogy
could better satisfy the requirements imposed by the tazget
bedded application. Since the complexity of on-chip intarect
could not be increased too much and a fully customized tqyolo
would not be feasible in a reasonable design time, we stamt fr
the simple ring topology by adding customized unidireciidimks
up to the maximum given by the spidergon (including one more i
put and one more output port for each node of the ring topglogy
In fact, STNoC includes a flexible router architecture wihto
3 input/output ports for intra-router communication. Tfeature
enables to optimize STNoC IP-blocks performance, improegdrt
maintainability and reduce their verification effort, whikeeping
efficient application customization in a reasonable de8iga.

Figure 1 shows the proposed design flow for the mapping and
topology customization phases. The proposed design flossta
receiving as input the application core graph, the initigldiogy
graph (the ring in our case) and the maximum number of ports
for the routers in the topology. The design flow is composed of
two optimization loops: the first one representing the coapping
loop while the second one representing the topology cugetion
loop. Since both problems cannot be solved using an exlausit
proach in a reasonable design time, two heuristic appreaciee
been developed in the design flow.

The core mapping loop is iterated a predefined number of fimes
and it is in turn composed of two simple steps:

e Core Mapping. The first step performs the mapping of the
application core graph into the basic topology based on a ge-
netic algorithm [12].

e Solution Evaluation. Once the mapping has been generated,
the solution is evaluated in terms of maximum link utilizaxi
and NoC aggregate bandwidth. If the evaluated solution does
not respect the maximum link utilization constrain reqdire



by the target NoC architecture, the solution is not inseirted
the list of feasible solutions.

In the proposed design flow, from the list of feasible sohsio
we select the best mapping configuration in terms of aggeegat
bandwidth.

Starting from the mapping solution, the second loop perform
the topology customization phase by adding custom link&-wit
out modifying the mapping. This phase is composed of a prede-
fined number of iterations of a body loop in turn composed af fo
passes:

e Links Extraction. This phase extracts the number of unidi-
rectional links to be added at the base topology. The number
is extracted randomly in the range from oneNo where N
is the number of network nodes (that is also the difference in
terms of link number between spidergon and ring).

Nodes Selection. This phase consists of the selection of the
nodes to be connected by the additional links. The selec-
tion of both the source and destination nodes for each link is
based on aroulette wheel algorithm. In the selection plaase,
node is not considered if it has already reached the maximum
number of connection ports to be added.

Routing Function Implementation. This phase selects the

Figure 2 shows the communication core graphs of the target ap
plications where the nodes represent the cores while thesdtig
communication among the cores (the arrows points to thesttarg
core). The weight on each edge represents the communication
bandwidth between the two cores.

Figure 3 shows the results obtained by applying the predetge
sign flow to the four target core graphs. Each sub-figure coaspa
a set of twenty customized topologies (labeled’d%: on X-Axis)
generated from the ring, used as base topology for the ciztem
tion, to spidergon. The comparison is in terms of aggregatelb
width (primary Y-Axis) defined before. The value of the aggree
bandwidth is represented as a bar for each customized mpolo
while two horizontal dashed lines are used to representgbeea
gate bandwidth for ring and spidergon (the highest and tivedo
line respectively). For both ring and spidergon, the mapso-
lutions with the lowest value of aggregate bandwidth havenbe
considered. In Figure 3, the polygonal line represents tmeber
of unidirectional links added to the initial ring topologsecondary
Y-Axis) for each custom topology.

As shown in Figure 3, the aggregate bandwidth decreases by in
creasing the number of added links for all the four applaati
Except for MPEG4 (Figure 3(d)), a set of customized topasgi
offer reduced aggregate bandwidth with respect to spide(gs
quiring 12 added links for TGFF12, VODP and MPEG4 while 14
added links for TGFF14). In particular, for TGFF12 (see Figu

minimal path between each source and destination nodes on3(a)) the CT9 configuration, with only 4 additional links,usder

the core graph, efficiently utilizing the custom links. The
routing function is designed to avoid deadlocks by using onl
the 2 virtual channels in the external ring. The family of
routing functions is static and it is based on tables. Toeout

the spidergon line showing better performance in terms efane

bandwidth. After the CT14 configuration (6 added links) ak t
custom topologies reduce the aggregate bandwidth valudseof
network. In Figure 3(b) (TGFF14) the custom topologies véith

a packet, one of the main characteristics is that each router or more added links overtake the spidergon performancesfgxc
needs only to know the packet destination node and not its for CT10). The same behavior for the same number of added link
source node. This means that all the packets that arrive to ais shown also for VODP in Figure 3(c). For MPEG4 (figure 3(d))

router with the same destination are routed to the same out-
put port. This technique reduces the hardware complexity of
the router.

Solution Evaluation. Once the customized topology is gen-
erated, the aggregate bandwidth, the maximum value of link
utilization and the average link utilization metrics aralev
ated.

Since the optimization is multiobjective, at the end of thead
loop, all the evaluated solutions are filtered in order tecethe
Pareto solutions in terms of aggregate bandwidth, maximaionev
of link utilization, average link utilization, and numbef added
unidirectional links.

Although in this paper the presented design flow has been ap-
plied to the STNoC family of topologies, it could be easilyhgd
to the customization of other standard topologies.

6. EXPERIMENTAL RESULTS

In this section, we will show the results obtained by apmyin
the proposed design flow to a set of case studies belongimgoto t
categories:

e Random Generated: Two application task graphs have been
generated by using Task Graph For Free (TGFF) [17], a gen-
eral purpose random task graph generator. The two gener-

although the average bandwidth decreases with the inctteofien
the added links, the spidergon performance remains batarthe
performance obtained by the custom topologies. This phenom
can be motivated by the presence on the core graph of nodes wit
high connectivity (up to 7 edges in Figure 2(d)). In our opmi
graphs with similar characteristics can be better managedcing
topologies with more complex routers (such as spidergon).

Figure 4 shows the STNoC topology comparison among ring,
spidergon and two selected custom topologies generatethéor
TGFF12(a) core graph. The performance of the two customdepo
gies, labeled as CT7 and CT15, compared with the two standard
topologies are shown in Table 1 in terms of area, power copsum
tion, network latency, aggregate bandwidth and maximumaand
erage link utilization.

To derive area, power and network latency results, the gener
ated configurations are given as input to a NoC compiler.titar
from the target configuration, the NoC compiler builds thgéa
networks considering all the routers as three-stagesipgekith
a 4-word buffers depth and 32-bit data width. The NoC compile
generates the sythesizable Verilog RTL model and the statla
cycle-accurate SystemC model of the network. The geneRiféd
model of the networks have been synthesized to gate levadj usi
the STMicroelectronics HCMOS9 Low Leakage Q.42 technol-
ogy libraries and power/area values have been estimatedibg u
Synopsys design tools. To compare network performanceralbo
latency values, statistical simulations have been donesmguhe

ated graphs are called TGFF12, composed of 12 nodes, andSystemC model of the networks. The packet injection probass

TGFF14, composed of 14 nodes, that are presented in Fig-
ures 2(a) and 2(b) respectively.

Real applications: Two real multimedia applications heve
been extracted from literature [18] and reported in Figures
2(c) and 2(d): VOPD (Video Object Plane Decoder) and
MPEGA4.

been done by using a Bernoulli process, while the packetisize
assumed to be constant with a value of 4 flits. Using this memo-
ryless process, a packet is injected from a nbthethe network at
each cycle with a probability equal . The values op; for each
node and the destination of the packet are generated acgdali
the bandwidth values of the target application core gragte [&-
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Figure 2: Communication core graphs of two random generated applications obtained by using TGFF [20] and two multimedia
applicationsderived from [21].
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Figure 3: Aggregate network bandwidth comparison for the different Customized Topologies (CTn), the ring and the spidergon
topologies, showing also the number of added links.
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Figure 4: STNoC topologies comparison: ring, spidergon and two examples of customized topologies (CT7 and CT15) for the
TGFF12 case study.



Table 1: Metrics comparison among the STNoC topologies in
Figure4 for TGFF12.
| | Ring [ CT7 | CT15] Spidergon|

Area [%0] - +8.2 | +19.2 +41.4
Power [%] | 386 | 404 244
Latency [%] - -29.72 | -32.3 -30.7
AB [MB/s] 3192 1900 | 1798 1876
LU..~ [MB/s] || 133.0| 70.4 | 59.9 52.1
LUpmas IMB/S] || 353 | 353 | 236 353

tency values are calculated considering the time spent erage
in the network by each flit.

While for area, power consumption and network latency the re

sults are presented in Table 1 in percentage with respeleetartg
values, for the bandwidth results (aggregate bandwidthnaaxi-
mum and average link utilization) the reported values asslaite.
As expected, increasing the number of added links with iEspe

ring, from 3 (CT7) to 12 (spidergon) passing through 6 (CT15)

the area values for the network also increase rapidly, fr@%8or
CT7to 41.4% for spidergon. This increment in area compyehdis
only a limited effect on the average power consumption ofte

work which is more related to the dynamic communication keha

ior of the system. In fact, since the aggregate bandwidthaes

rapidly with the increment of the number of added customdjnk
the average power consumption decreases despite of thénarea
crement. Passing from CT15 to spidergon, the power consompt

increases since the greater complexity of the spidergooldgyp
is not counterbalanced by a corresponding reduction inezgge
bandwidth.

Similar behavior is also shown for the network latency which
benefits by the reduced network distances due to the custim li

and from low values of bandwidth, that means low contentiaip
ability. CT15 outperforms spidergon performance also imseof
network latency. In fact, the greater number of links of thieler-
gon topology are not fully exploited by the target applioatsince
they are not customizable but placed in fixed positions.

As expected, the average link utilization reduces its valith
the increment of the number of links, also reducing the podita
of link contention on the whole network. The last line of tfable 1
shows the maximum link utilization: the worst case linkiattion
corresponds to the highest probability of contention. Thiele is
the same for ring, CT7 and spidergon, while it is reduced b1 %&;

since one of the added links in CT15 is used to split the flovhef t

most used link in more than one link. The maximum link utitiaa

value for CT15 corresponds also to the highest value of tige ed
on the core graph, meaning that this is the best value thabean

obtained for this metric.

7. CONCLUSIONSAND FUTURE WORKS

In this paper, we presented the application-specific tapotms-
tomization of STNoC, an industrial network on-chip arcbitee
developed by STMicroelectronics. Starting from ring tamy, the
basis of the STNoC family of topologies, the presented cota-
tion flow tries to add links to reduce the network distance egrtbe
mapped nodes (increasing the performance) without excgédlde

maximum number of predefined STNoC router ports, thus kegepin

limited the area and power overhead.

8. REFERENCES
[1] L. Benini and G. De Micheli. Networks on Chip: A New

SoC Paradigm EEE Computer, 35(1):70-78, January 2002.

[2] J. Duato, S. Yalamanchili, and L. Ninterconnection
Networks An Engineering Approach. Morgan Kaufmann,
2002.

(3]
(4]

(5]

(6]

(8]

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

STMicroelectronics. Stnoc: Building a new system-dripc
paradigm White Paper, 2005.

M. Coppola, R. Locatelli, G. Maruccia, L. Pieralisi, and

A. Scandurra. Spidergon: A Novel On-Chip Communication
Network. InSOC 2004: International Symposium on
System-on-Chip, November 2004.

L. Bononi and N. Concer. Simulation and analysis of
network on chip architectures: Ring, spidergon and 2d mesh.
In Design, Automation and Test in Europe, 2006. DATE ' 06.
Proceedings, volume 2, pages 1-6, 06-10 March 2006.
Leonel Tedesco, Aline Mello, Diego Garibotti, Ney
Calazans, and Fernando Moraes. Traffic generation and
performance evaluation for mesh-based nocSBGCI '05:
Proceedings of the 18th annual symposium on Integrated
circuits and system design, pages 184-189, New York, NY,
USA, 2005. ACM Press.

P. P. Pande, C. Grecu, M. Jones, A. lvanov, and R. Saleh.
Performance Evaluation and Design Trade-Offs for
Network-on-Chip Interconnect ArchitecturéEEE
Transaction on Computers, 54(8):1025-1040, August 2005.
G. Palermo and C. Silvano. PIRATE: A Framework for
Power/Performance Exploration of Network-On-Chip
Architectures. IlPATMOS-04: Proc. of International
Wbrkshop on Power and Timing Modeling, Optimization and
Smulation, 2004.

J. Hu and R. Marculescu. Energy-Aware Mapping for
Tile-based NoC Architectures Under Performance
ConstraintsASP-DAC 2003, Jan 2003.

S. Murali and G. De Micheli. Bandwidth-Constrained
Mapping of Cores onto NoC Architecturd&EE DATE-04:
Design, Automation, and Test in Europe, pages 896—901,
Feb. 16-20, 2004.

G. Ascia, V. Catania, and M. Palesi. Multi-Objective
Mapping for Mesh-based NoC Architectur€ODES|SSS
Second International Conference on Hardware/Software
Codesign and System Synthesis, pages 182-187, Sep, 2004.
T. Lei and S. Kumar. A Two-Step Genetic Algorithm for
Mapping Task Graphs to a Network on Chip Architecture.
Euromicro Symposium on Digital Systems Design, Sep, 2003.
S. Murali, M. Coenen, A. Radulescu, K. Goossens, and
G. De Micheli. A methodology for mapping multiple
use-cases onto networks on chipsPhoceedings of DATE
'06. Design, Automation and Test in Europe., 2006.

S. Murali and G. De Micheli. An application-specific itgs
methodology for stbus crossbar generatiorPiloceedings

of Design, Automation and Test in Europe., 2005.

U.Y. Ogras and R. Marculescu. "it's a small world aftéi:a
Noc performance optimization via long-range link insartio
Very Large Scale Integration (VL) Systems, |IEEE
Transactions on, 14(7):693-706, July 2006.

U.Y. Ogras and R. Marculescu. Energy- and
performance-driven noc communication architecture
synthesis using a decomposition approactbésign,
Automation and Test in Europe, 2005. Proceedings, pages
352-357Vol.1, 2005.

R.P. Dick, D.L. Rhodes, and W. Wolf. TGFF: task graphs fo
free. In(CODES/ CASHE ' 98) Proceedings of the Sxth
International Workshop on Hardware/Software Codesign.,
pages 97-101, 15-18 March 1998.

D. Bertozzi, A. Jalabert, Srinivasan Murali, R. Tamkan

S. Stergiou, L. Benini, and G. De Micheli. Noc synthesis
flow for customized domain specific multiprocessor
systems-on-chigParallel and Distributed Systems, |EEE
Transactions on, 16(2):113-129, Feb 2005.





