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Abstract

In this paper, we propose a distributed scheme to rec-
ognize the shape of a dynamic event region in wireless
sensor networks; i.e., a scheme to track the shape of a
part of a given field concerned with a dynamic event such
as gas leakage and a fire. The basic idea of our proposed
scheme is to identify several critical points in a given
event region, and to periodically check the criticalness of
such points. The performance of the scheme is experi-
mentally evaluated by simulation. The result of simula-
tions indicates that the proposed event tracking scheme
correctly recognizes the move of an event region with suf-
ficiently small number of transmitted messages compared
with a centralized tracking scheme.

1 Introduction

According to the recent advancement of microelec-
tronics and wireless communication technologies, wire-
less sensor networks (WSNs) have attracted consid-
erable attentions in the fields of network computing and
distributed processing [1, 6, 12]. The primary task of a
WSN is to continuously monitor the surrounding envi-
ronment (e.g., the temperature and the density of NOy
in the atmosphere) in order to notify the change of the
status to an appropriate data aggregation point such as
meteorological observator, in either an event driven or a
query-based fashion.

A typical WSN is composed of a large number of tiny
devices called sensor nodes (or nodes), each of which is
capable of conducting a simple arithmetic computation,
wireless communication with nearby nodes, and sensing
the status of the surrounding environment. In a “multi-
hop” version of WSNs [9, 11], which is the target of the
current paper, each (sensor) node plays the role of mes-
sage routers in addition to the role of a sensing device.
Note that in such systems, all nodes should collaborate

* A part of this research was supported by Kayamori Foundation
of Informational Science Advancement.

TCorresponding author

iDepartment of Information Engineering, Graduate School of
Engineering, Hiroshima University, Kagamiyama 1-4-1, Higashi-
Hiroshima, 739-8527, JAPAN

Digital Object Identifier: 10.4108/ICST.MOBIQUITOUS2009.6796
http://dx.doi.org/10.4108/ICST.MOBIQUITOUS2009.6796

with each other, in order to report their status to an ag-
gregation point in an efficient and timely manner. A lot
of pervasive applications proposed in the literature are
based on an automatic deployments of sensor nodes pro-
viding a continuous and/or periodic snapshot of an envi-
ronment, such as habitat monitoring [2], target tracking
[13], aquatic observations [4], and surveillance [17].

There are several key issues in designing an available
environment monitoring system (EMS) over WSNs. The
first issue is how to convey a faithful representation of
the signal field to an aggregation point while keeping
the amount of utilized resources sufficiently low. In gen-
eral, an “event” to be monitored may spread over a wide
region in the given field. For example, consider the de-
tection of gas leakage in a given field; i.e., let us consider
a WSN which is expected to report “which region in the
field has a gas concentration exceeding a certain thresh-
old.” Once gas leaks out, the system must continuously
monitor all points in the field to observe the spread of
the gas. In a centralized approach, each node reports
its status to the aggregation point as soon as it detects
the change of the density of gas concentration. However,
such a naive scheme does not scale, since it consumes
a large amount of network resources for the communi-
cation with the aggregation point, such as CPU time,
communication bandwidth, and electric power. This in-
dicates that in order to realize a highly scalable EMS
based on WSNs, we have to develop a distributed data
aggregation scheme in which nodes covered by an event
region autonomously organize themselves and conduct
an appropriate local computation to determine an extent
of the region before sending a report to the aggregation
point. The second issue we have to consider is about the
trade-off between time-criticalness and the accuracy of
the monitored information. In fact, certain event such
as gas leakage and a fire is highly time-critical, while it
is generally sufficient to know an approximated direction
of the event region. On the other hand, there exist other
type of events which are not time critical but requires
a precise location information, e.g., plants growth [16]
and habitat changes [8]. In such applications, we need
a precise location of target events in order to reflect the
acquired data to (political) decisions.

Motivated by those considerations, a variety of data
aggregation methods for WSNs have been proposed in



the literature, to acquire statistical attributes of sensed
data, such as min, max, and average [5] as well as robust
statistics such as median and quantiles [14]. However,
most of those techniques have merely focused on numer-
ical statistics, and did not pay attention to the “geomet-
ric shape” of the event region, although such information
is generally effective to intuitively grasp an overview of
the monitored event. In this paper, we consider a prob-
lem of recognizing the shape of a dynamic event region
in WSNs. The proposed scheme is an extension of a
shape recognition scheme for static event region, which
has been proposed in our previous paper [18]. The basic
idea of the current scheme is to identify several critical
points in a given even region, and to repeatedly check the
criticalness of such points (a formal definition of critical
points is described later). By flooding an inquiry mes-
sage from each critical point, nodes on the boundary of
the region can certify that whether the point is actu-
ally a critical one or not. Thus, if the region moves in
the field according to the spread of the event, a node
on the boundary can locally check the fact of move, and
can notify it to the (former) critical point with neces-
sary information, such as the direction and the distance
of the move. After receiving such notifications from the
boundary, a (former) critical point hands over the role
of critical point to an appropriate node in the field, to
realize an efficient tracking of a dynamic event region.

The performance of the scheme is experimentally eval-
uated by simulation. The result of simulations indicates
that: 1) the number of messages transmitted during a
shape recognition significantly reduces by applying the
scheme compared with a naive centralized scheme; 2)
the cost of the scheme is further improved by applying a
pruning of redundant critical points; and 3) the proposed
event tracking scheme correctly recognizes the move of
event region with sufficiently small number of transmit-
ted messages compared with a centralized scheme.

The remainder of this paper is organized as follows.
Section 2 outlines related works. A formal model of WSN
is given in Section 3. Section 4 describes a scheme for
recognizing the shape of a static region, and Section 5 ex-
tends it to the recognition of the shape of dynamic event.
Results of simulations are shown in Section 6. Finally,
Section 7 concludes the paper with future problems.

2 Related Works

Previous works for event shape recognition in WSN
can be classified into two categories by their main
techniques; i.e., boundary detection schemes and fault-
tolerant schemes.

In boundary detection schemes, the shape of an
event region is recognized by providing a description
of the boundary. Chintalapudi et al. [3] proposed a
classifier-based edge detection mechanism to generate a
linear polynomial representing the boundary of an event,
where each node detects an edge of the region by sam-
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pling the status of its nearby nodes. Nowak et al. [10]
introduced a quadtree structure to efficiently collect de-
tected information to a central node; i.e., it recursively
partitions a given space into four subspaces, and an
edge detected by a node corresponding to a leaf in the
quadtree is collected to the root of the tree, in such a
way that the shape of the boundary is recognized by the
node corresponding to the root. Unfortunately however,
such boundary detection schemes have a serious draw-
back such that nodes detecting a boundary should form
a continuous loop to correctly recognize the shape of the
overall region; i.e., it does not allow a missing of nodes
on the boundary which significantly loses the robustness
of the scheme.

Fault-tolerant schemes focus on bare analog signals re-
ceived from sensors rather than a binary representation
obtained through interpretations. Assuming that event
measurements are spatially correlated, those schemes try
to distinguish fault sensor measurements; i.e., disam-
biguate events by exchanging signals among nearby sen-
sors. Krishnamachari et al. [7] proposed a scheme based
on a distributed Bayesian method to detect and to cor-
rect such faults. However, such techniques cannot be
applied to general WSNs since it requests each node to
know its precise geographical location through expen-
sive GPS or RF-based beacons. In addition, it requests
each node to autonomously identify interesting output
signals, in order to recognize the shape of event region
merely through a collaboration among sensors.

3 Model

Let V be a set of sensor nodes. Each node in V is
capable of sensing the environment via attached sensor
devices, communicating with nearby nodes via wireless
communication device, and conducting simple compu-
tation with a tiny CPU and a small memory. In the
following, we assume that each node in V is located on a
two-dimensional plane and is associated with a point in
a two-dimensional coordinate space. Let p(u) denote the
point associated with node u. Note that p(u) is a vari-
able used only in the explanation of algorithms, and we
do not allow each node u to refer to its precise location
p(uw).

For each u € V, let N(u) denote the set of neighbors
of u which is defined by the Euclidean distance of the
corresponding points; i.e., for any u,v € V, v #u, v €
N(u) iff ||p(u) — p(v)|| < 1, where ||p — ¢|| represents
the Euclidean distance between points p and ¢*. In the
proposed scheme, we assume that each node u knows its
set of neighbors N(u), and that a message transmitted
by u is always received by all nodes in N(u) in a single
step. In addition, u detects an “event” occurred in the
environment if the event region covers point p(u), where

1We assume that the transmission radius of wireless communi-
cation device is a unit distance, for simplicity.



event region is a finite region in the two-dimensional
space concerned with the event (note that term “finite”

means that it has a finite “boundary”).

Let E & {(u,v) € VXV :v € N(u)} be a symmetric

relation defined by the set of neighbors. A pair of V'
and E naturally defines an undirected graph G, where
in the following, we assume that G is connected, without
loss of generality. Let o1, 02, and o3 be three external
nodes called sinks (note that o; ¢ V for each ). Those
sinks are used for data aggregation and node localization
(detailed procedure for such operations will be described
later). Throughout of this paper, we assume that each
sink o; has at least one neighbor contained in V, and
knows its precise location p(o;). In addition, sink o7 is
connected with a host via a wired link. Users can interact
with the WSN through the host; i.e., by issuing queries to
the host and by receiving necessary information through
the host. The main task of the host is to conduct a
shape recognition (i.e., an approximation of the shape of
a given event region) through information received from
nodes in the WSN. The other operations are executed
by individual sensor nodes in the WSN, in a distributed
manner.

4 Recognizing Static Event

In (18], we proposed a shape recognition scheme for
“static” event region. In this section, we improve the
efficiency of the previous scheme after providing a brief
review of the scheme. As will be described later, the im-
proved scheme is used as a basic procedure in an “event
tracking” scheme for recognizing the shape of a dynamic
event region. The original scheme consists of the fol-
lowing five parts: 1) preprocessing, 2) event detection,
3) distance field construction, 4) identification of critical
points, and 5) event region approximation. An outline of
the scheme is described below (we omit the first and the
fifth step due to the space limitation. Interested reader
should consult our previous paper [18]).

4.1 Distance Field Construction

In the following, we assume that each node u stores tu-
ple (di1(u), d2(u), ds(u)) to its local memory, where d;(u)
denotes the minimum hop count from u to sink ;. (A
concrete way to calculate those values is given in [18]).
Such tuple is used to approximate the location of each
node in the coordinate space, by assuming that the Eu-
clidean distance is well approximated by the hop count.
In addition, the i*" element of the tuple is used to nav-
igate message transmissions towards sink o; through a
shortest path; i.e., each node may simply forward a mes-
sage towards a descent direction of the it" element.

Suppose that node u detects an event with event re-
gion R. After letting r(u) := true, node u notifies the fact
to sink o, through a shortest path as described above,
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Figure 1. Critical points in an event region. A
saddle point is represented as a big red dot,
and nodes with larger h-values than the saddle
point are denoted by dark colors.

where r(u) is a local variable representing whether u is
covered by an event region. Upon receiving a notifica-
tion, sink oq sends a Reply message along the above for-
warding path in the reversed direction. Let u* be the fi-
nal receiver of the Reply message. Note that r(u*) = true
must hold since it is the originator of a notification mes-
sage. In the scheme, even if o7 receives several notifica-
tion messages from different originators, it sends exactly
one Reply message to those notifications, assuming that
R consists of a single connected region.

Let h(u) denote the height of node u with respect to
event region R, which is defined as follows:

def [ O
h(u) = { ming, ey ) {A(v)} +1

if r(u) = false, and
otherwise.

h(u) represents the minimum hop count from the bound-
ary of R to node u (we say that a node u is at the bound-
ary if h(u) = 1). As for a concrete procedure to calculate
the height of nodes, the reader should consult our previ-
ous paper [18].

4.2 Identification of Critical Points

The basic idea of the scheme is to recognize the shape
of an event region through identifying a collection of
critical points in the distance field. More concretely,
we adopt local maxima and saddle points as the criti-
cal points characterizing the shape of the event region.
An identification of local maxima is easily realized by
checking whether the h-value of a node takes the largest
value among its neighbors. However, an identification of
saddle points is not as easy as an identification of local
maxima, since a saddle point should be simultaneously
adjacent with a node with higher h-value and a node with
lower h-value; i.e., each node cannot decide whether it
is a saddle point or not, by merely observing h-values in
its neighborhood. Figure 1 illustrates a saddle point in
an event region.



In order to overcome such difficulty of calculating sad-
dle points, we apply a sweep method proposed in [15].
Let U (C V) be a set of identified local maxima, and
G(U) be a subgraph of G induced by U. For each con-
nected component in V(U), we select an arbitrary node
in the component as an initiator of sweep process. Let
U’ be the set of initiators. At first, each initiator u € U’
broadcasts a Sweep message containing the name and
the height of node u, to all neighbors in N(u). This
message is propagated to all nodes covered by the same
event region R, by forwarding the message towards a de-
scending direction of the h-value. Note that each node
who received a Sweep message knows the name and the
height of the corresponding local maximum. If v receives
two sweep messages originating from different local max-
ima, v recognizes itself as a candidate of saddle point,
and executes the following operations, in order to certify
whether it is an actual saddle point: 1) stop the forward-
ing of received Sweep to the next node; and 2) broadcast
a message containing h(v) to N(v). For any candidate
saddle point v, if it does not receive a broadcast mes-
sage containing an h-value not smaller than h(v) from
its neighbor, it can recognize itself as an actual saddle
point.

Upon recognizing itself as a critical point, node u
transmits an Event message towards sink o; in order
to notify the following information to the host: 1) tu-
ple (d;(u),d2(u),ds(u)) indicating an approximated lo-
cation of node u; 2) the height h(u) of node u, and 3) if
u is a saddle point, it designates two corresponding local
maxima.

4.3 Pruning Unexpected Local Maxima

Although the above scheme certainly identifies several
critical points in a fully distributed manner, as shown in
(18], it often (mis)identifies several (non-critical) nodes
as local maxima if the density of nodes is low. Such a
redundancy increases the cost of shape recognition (in
particular, it increases the number of unnecessary Event
messages). In this subsection, we improve our previous
scheme by pruning redundant local maxima. The pro-
cedure is executed after an identification of (candidates
of) local maxima. Since the cost of such additional op-
eration is much lower than the cost of redundant Event
messages, as will be shown in the next section, the resul-
tant scheme certainly reduces the overall communication
cost.

In the original scheme, the distance field is constructed
in such a way that the height h(u) of node u is deter-
mined as 7 if 7(u) = true and min, ey () {h(v)} =i -1
[18]. However, it does not guarantee that node v always
has a neighbor u such that h(u) = h(v)+1 when v is not
local maximum; i.e., v may (mis)identify itself as a local
maximum when each neighbor w of v has the same (or
lower) height with v, and when it has the same height
with v, it is adjacent with a node with height h(v) + 1.
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Such a (mis)identification could be partially resolved in
the following manner: For each node w, if it identifies
itself as a local maxima, it transmits a LocalMax mes-
sage including h(u) to N(u). Upon receiving a LocalMax
message, node v transmits a NG message to u, if there
exists any w € N(v) such that h(w) > h(u). If node u
receives an NG message, it excludes itself from a set of
local maxima.

5 Event Tracking Scheme
5.1 Overview

In this section, we propose a new scheme to track the
move of an event region. We assume that the shape of a
given region is convex, and does not change during the
computation (the support of expansion is a future work).
In the proposed scheme, an identified local maximum pe-
riodically verifies its maximality, and if it detects that it
is no longer a local maximum, it hands over the role
of local maximum to an appropriate node in the field.
More concretely, it periodically transmits a short mes-
sage towards nodes at the boundary of the event region,
and if a node receiving the message detects the change
of the boundary, it notifies the fact to the (former) local
maximum.

Key points of such a verification-based scheme are as
follows: 1) how to disseminate a verification message to-
wards the boundary of a region and how to collect noti-
fication from them; 2) how to detect the change of the
boundary in a local manner; and 3) how to estimate the
direction and the distance to the new local maximum
from the collected notification messages. In the following
explanation, we use symbol R to denote the region before
change, and R’ to denote the region after the change.

Recall that h(v) denotes the height of node v in R. In
the following, a new message Height(%, ) is introduced to
notify that the height of a node is 7 in R and is changed
to j in R’, where j takes one of the following three values:
1) 7 = 0 if the node is no longer a node covered by R';
2) j = 1if it is a boundary node in R’; and 3) j = oo if
it is inside of R’ but is no longer a boundary node in R'.

5.2 Update of the Boundary

Recall that U denotes a set of local maxima which
transmit Event messages to sink o1, and U’ (C U) de-
notes a set of nodes who initiated a sweep process to
identify saddle points. In the following, for simplicity,
we assume U = U’; i.e., U is an independent set of G.

Propagation: After transmitting an Event message,
each u € U’ waits for a certain time 7, and then starts a
verification of event region R. More concretely, it trans-
mits an Update message to N(u), which is propagated to
nodes covered by R, in a descent direction of h-values;
i.e., in a similar way to the sweep message while it is not



blocked at saddle points. If it receives an Update mes-
sage from a neighbor with a positive h-value for the first
time, node v transmits a copy of the message to N(v)
with Boolean variable r/(v) which indicates whether v
is covered by the new event region R'. Note that by
collecting all Update messages received from neighbors,
v can identify itself as a boundary node or not; i.e., if
it receives an Update message with r'(w) = false from
neighbor w and if v/ (v) = true, then it identifies itself as
a boundary node in R’.

Note that during the propagation of Update messages,
each node v knows a neighboring node with higher h-
value than v in R. In the proposed scheme, we regard
such node as a parent of v in the distance field, where
a saddle point has several parent nodes.

Collection: After receiving Update messages from
all neighbors, node v at either the boundary of R or
the boundary of an intersection of R and R’ transmits a
Height message to N(v), which will be forwarded to the
initiator of the Update message along a tree used for the
propagation in the reverse direction (note that each node
who received an Update message has known its parent in
the delivery tree). More concretely, 1) node v transmits
message Height(h(v),0) if h(v) > 1 and it becomes an
outside node of R’, 2) transmits Height(h(v),1) if A(v) >
1 and it becomes a boundary node in R’, and 3) transmits
Height(1, 00) if h(v) = 1 and it becomes an interior node
in R’ besides the boundary.

In order to reduce the communication cost, during
such transmissions, several redundant messages are dis-
carded at intermediate nodes, according to the following
rules: 1) for any ¢ and j, Height(¢, j) is transmitted at
most once, i.e., latter ones are simply discarded; 2) if
a node receives both Height(z,0) and Height(¢’,1), then
the former one is discarded; and 3) if it receives both
Height(4, 1) and Height(¢’, 1), ¢ < ¢/, then the former one
is discarded.

5.3 Target Tracking

After receiving Height message from all neighbors, lo-
cal maximum u of event region R conducts the following
operations:

Case 1: If it receives Height(1,1) from all nodes in
N(u), u recognizes R’ = R, and notifies the fact to the
host. It then starts the next verification process after
waiting for 7 time.

Case 2: If it receives Height(4,1) and Height(1,c0)
from different nodes in N(u), u recognizes that the local
maximum corresponding to u moves to a node v’ in event
region R’, and that node v’ exists in the direction of a
node who sent Height(1,00) to u. Thus, it tries to hand
over the role of local maximum to u’ according to the
procedure described below.

Case 3: Otherwise, node u gives up to find its succes-
sor in R, and asks the host to start a new shape recog-
nition process.
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Detailed procedure for Case 2 is described as follows.
Let ¢* be the maximum value of ¢ contained in messages
Height(%,1) which are received by w from its neighbors.
In the proposed event tracking scheme, we use i* — 1 as
the hop count from u to v/, where u’ is the successor of
u in R'. The direction of u' from u is determined by
constructing a distance field from terminals of an “arc
of nodes” who transmitted a Height(1,c0) message to-
wards node u. More concretely, a node who transmit-
ted Height(1, c0) is regarded as a terminal of the arc, if
it receives Height(1, 1) message from its neighbor in the
collection phase. If there are several nodes satisfying the
above condition in its neighbor, a node with a largest
ID is selected as the terminal node. Since we are assum-
ing that R is convex, there exist at most two terminals
on the arc (if it can identify no terminal, node u gives
up to find its successor, and asks the host to start the
next shape recognition process as in Case 3). Let w; and
wg be two terminals of the arc. After transmitting their
Height(1, co) messages, those nodes initiate a construc-
tion of a distance field by transmitting a short message,
which will be forwarded by nodes who have already for-
warded a Height(1, co) message, towards node u.

The direction of successor u’ from u is identified by
nodes which have the same hop count to two terminal
nodes. Thus, by forwarding a hand-over message along
a path consisting of such nodes for i* — 1 hops, node u
can successfully send a hand-over message to a candidate
node of local maximum in the new event region R’. After
receiving a hand-over message, node v’ constructs a dis-
tance field originating from it, and starts a verification of
the maximality in a similar way to the above procedure.

6 Simulation
6.1 Overview

We evaluate the performance of the proposed scheme
by simulation. In the simulation, we assume that any
message transmitted by node u is correctly received by
all nodes in N(u). In addition, to simplify the exposition,
we assume that the host can estimate the correct loca-
tion of each critical point from the tuple received from it
(several figures estimated by the host will be shown be-
low). A square region of size 20 x 20 is given as the field
of events, where a unit distance is defined to be equal to
the transmission radius of each node. Coordinate points
of four corners of the region are (0,0), (0,20), (20, 20),
and (20, 0) in a clockwise direction starting from the left
bottom. Given such field, we select n random points in
the field, and associate them to individual sensor nodes
(note that each point is represented by a pair of reals and
we assume that any two points are distinct, without loss
of generality). Parameter n is appropriately determined
in the simulation in such a way that the resultant graph
is connected (i.e., too small n disconnects the underlying
sensor network).



(d)

Figure 2. The shape of event region R; esti-
mated by the proposed scheme.

In this section, we consider a simple circle with radius
4.2 centered at point (12,11) as an event region, and call
it R;. In the following figures, the boundary of an event
region is represented by a black solid line and each node
is represented by a gray circle of radius 0.5. Thus, the
reader can easily check the connectivity of the resultant
graph G since two nodes are connected by an edge in G if
the corresponding circles have a non-empty intersection.

6.2 Accuracy of Shape Recognition

Yellow region shown in Figure 2 are outputs of the pro-
posed scheme for event region R;. The red dots in Figure
2 indicate local maxima calculated by the scheme, and
black dots indicate saddle points each of which is identi-
fied by two sets of connected local maxima through sweep
process. Figure 2 (a) and (c) are outputs for n = 900,
and Figure 2 (b) and (d) are outputs for n = 1800. In
the former case, each node has six neighbors in aver-
age, and in the latter case, each node has 13 neighbors
in average. The difference between upper figures and
lower figures is whether the pruning of redundant local
maxima is conducted or not. It is immediate from the
figures that the accuracy of approximation increases as
increasing the density of the underlying WSN, and the
pruning operation certainly reduces the number of re-
dundant local maxima while keeping the accuracy of the
shape recognition.
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Figure 3. A comparison of the total humber
of messages transmitted during shape recog-
nition procedure of centralized scheme, pro-
posed scheme and the improvement.

6.3 Efficiency of Shape Recognition

Next, we evaluate the efficiency of our shape recogni-
tion scheme in terms of the number of transmitted mes-
sages. Each data described below is an average over 10
experiments (each instance is randomly generated by se-
lecting n random points in the given field, while the loca-
tion of sinks is fixed). Recall that in our scheme, a shape
recognition is initiated by a node detecting an event by
transmitting a notification which will be forwarded to
sink o, and terminates when o receives all Event mes-
sages concerned with the event. In the following, we
assume that sink o7 is placed at point (0, 20).

Figure 3 compares the result on three schemes, i.e.,
the first one is a centralized scheme, the second one is
our original scheme, and the third one is our improved
(i.e., pruning) scheme. As expected, the second scheme
certainly reduces the number of messages of the first
scheme, and the third scheme further improves the sec-
ond scheme. A detailed analysis of the simulation result
indicates that the number of several messages does not
change by such improvement; for example, in both of the
second and the third schemes, as increasing n from 900 to
3000, 1) the number of notifications similarly increases
from 203.7 to 842.4; 2) the number of Reply messages
takes a constant value 22.6; 3) the number of Inside and
Sweep messages increases from 127.7 to 416.6; and 4)
the number of Height messages similarly increases from
193.8 to 472.3. However, it certainly reduces the num-
ber of Event messages transmitted in the second scheme;
e.g., it reduces from 1246.7 to 443.6 when n = 900, and
it reduces from 1244.5 to 173.6 when n = 3000. Al-
though LocalMax and NG causes an additional cost such
as 85.5 for n = 900 and 423.4 for n = 3000 (recall that
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Figure 4. Accuracy of our event tracking
scheme.

those messages are newly introduced to the third scheme,
and are proportional to the number of neighbors of each
node), a significant reduction of Event makes the total
cost of the third scheme to be lower than the second
scheme for every n.

6.4 Event Tracking Scheme

In this subsection, we evaluate the performance of the
proposed event tracking scheme by assuming that our im-
proved scheme is adopted as the underlying shape recog-
nition scheme. We consider a scenario in which event
region is initially given as R;, and after completing a
shape recognition of R, the center of the region “moves”
from (12, 11) to (10, 10). In the following, we refer to the
region after the move as R}, and represent the height of
node v in region R} as h'(v).

Let u be a local maximum of R; identified by our
shape recognition scheme, and u* be the successor of u
calculated by our event tracking scheme (note that the
scheme may not find such u* if the density of the network
is low). Now let us define the accuracy of selecting u*
as a successor of u as: 1) h'(u*)/ max,{h’(v)} if such u*
is identified by the scheme, and 2) 0 otherwise. Figure
4 shows how the accuracy of our proposed scheme varies
by increasing the number of nodes in the network, where
each value is an average over 10 random instances, as
before. Although it takes a small value for small n, which
is mainly due to a fail of identification of successor u*
(recall that the accuracy takes value zero for such case),
the accuracy gradually approaches to 0.72 for sufficiently
large n; i.e., it correctly identifies the direction of the
move, and at the same time, the distance to the new
local maximum is estimated almost correctly.

Finally, we evaluate the efficiency of the proposed
event tracking scheme in terms of the number of trans-
mitted messages. Recall that in our scheme, an event
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Figure 5. A comparison of the total number of
messages transmitted during the event track-
ing procedure of proposed scheme and cen-
tralized scheme.

tracking is initiated by each local maximum u by trans-
mitting an Update message to its neighbors, and termi-
nates when the verification of maximality of successor v’
completes. As a competitor, we consider a naive scheme
which conducts the following steps in a centralized man-
ner: 1) sink oy collects location information from “all”
nodes who detect the change of the coverage by the event
region (i.e., node v can recognize itself as a member of
R; — R] if it observes a change of r(v) from true to false,
and a member of R} — R; if it observes a change of r(v)
from false to true), and 2) the host estimates the current
shape by those differential information and the previous
shape R;. Figure 5 shows the result. As shown in the
figure, the proposed scheme significantly improves the
performance of the naive centralized scheme; e.g., it re-
duces the number of messages to 36% for n = 900, and
to 60% for n = 3000, while the cost of the boundary up-
dating procedure is almost the same as the verification
of the maximality of «’, which takes 295.3 for n = 900
and 1017.9 for n = 3000.

7 Concluding Remarks

In this paper, we proposed a distributed scheme to
recognize the shape of a dynamic event region by WSNs.
The proposed scheme significantly reduces the number
of transmitted messages by identifying critical points in
the given event region, and by repeatedly applying a ver-
ification of the criticalness of such identified points. The
result of simulations indicate that the proposed scheme
(almost) correctly identifies the direction and the dis-
tance of a move of event region, and the number of mes-
sage transmissions is sufficiently small compared with a
centralized scheme which collects differential information



from the nodes.

A future problem is to extend the scheme such that:
1) the shape of the target event region is not restricted
to be convex; 2) the efficiency of the scheme is further
improved; and 3) the shape of the region can change dur-
ing a recognition process (the current version allows the
move of an event region, but does not allow the change of
the shape). We are planning to implement the proposed
scheme in actual WSNs consisting of hundreds of sensor
nodes, and apply it to actual applications.
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