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ABSTRACT

Reputation System provides a way to maintain ttustugh social
control by utilizing feedbacks about the serviceviuers’ past
behaviors. Conventional Memory-based ReputationeBy§MRS)
is one of the most successful mechanisms in tefmacairacy.
Though MRS performs well on giving predicted valfmsservice
providers offering averaging quality services, @axperiments
show that MRS performs poor on giving predictedueal for
service providers offering high and low quality \sees. We
propose a Bayesian Memory-based Reputation SysBRE)
which uses Bayesian Theory to analyze the protbili
distribution of the predicted valued given by MRB8damakes
suitable adjustment. The simulation results, whach based on
EachMovie dataset, show that our proposed BMRS higiser
accuracy than MRS on giving predicted values forvise
providers offering high and low quality services.
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1. INTRODUCTION

Reputation system is a way to maintain trust inquitous

environments where service requesters interact \sihvice

providers that (1) they might have never met, wenheheard of, (2)
or their own personal interaction experience is enbugh to

make the decision. This is achieved by the promisiof

information about the service providers’ past perfance [1], i.e.

the reputation system is used to collect, distaband aggregate
feedbacks about the service providers’ past behavio

The task of reputation system is to predict thétytof service
providers to a particular user (called active ugerded on other
users’ recommendations. Conventional Memory-bassgliRition
System (MRS) using Pearson Correlation Coefficigiaine of the
most successful mechanisms in terms of accuracyH@jvever,

we found through experiments that MRS (using Pearso

Correlation Coefficient) performs well on the Medid/alues,
while performs poor on the Polar Values. For exayipl[1, 2,
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3, 4, 5, 6], wher® represents the rating, 1 represents the rating of
the minimal trust on the service provider while epresents the
maximal trust. Our experiments show that MRS hah laiccuracy
when the real ratings given by the active user &rand 4.
However, they have low accuracy when the real gatare 1, 2, 5
and 6. The reason is that when evaluating the exctser’s rating

on a certain service provider, MRS uses the aaiser’s mean
rating as the major part of the predicted values] Rearson
Correlation Coefficients based part, which is useddjust the
active user’s mean rating, is always relatively lkma

Compared with accuracy on Median Values, the acgumn

Polar Values is more important for the reputatigstem. The
reason lies in the following two aspects: (1) Withthe ability to

distinguish service providers offering high qualggrvices and
average quality services, more and more servicégens offering

high quality services will leave since they can mdfectively

attract the usage of services. (2) Without theitghtib distinguish

service providers offering low quality services awtrage quality
services, more and more service providers offetowg quality

services will join since they can attract the usafeservices as
effectively as others. Finally there are only sesviproviders
offering low quality services left and no user isling to pursuit

the services in this environment.

We propose a Bayesian Memory-based Reputation Byste
(BMRS) to solve the above problem of MRS. Compavéth
conventional MRS, the main advantage of our metisothat it
can effectively improve the accuracy of the preasticvalues on
service providers offering high and low quality\sees, i.e. with
Polar Values. This is achieved by adjusting thedicted values
given by MRS based on analyzing those values uBigpsian
mechanism.

The rest of the paper is organized as follows. Vikfll introduce

related works in Section 2. And we present the psef Bayesian
Memory-based Reputation System as well as the atioal

results in details in Section 3. Finally, conclusioand future
work are presented in Section 4.

2. RELATED WORKS

A number of reputation systems have been propasguevious
literatures, in which some of them have alreadynbaesed to
commercial applications. The simplest reputationdehois to
compute the ratee’s reputation by summing all thsitjve ratings
and negative ratings. A famous example is eBagfsutation
forum [3]. Some reputation systems are based oe$ay Theory,
for example [4, 5, 6, 7]. These models get a pmstefi.e. the
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updated) reputation from the computing of combinihg priori
(i.e. previous) reputation with the new ratings. Tse the
Bayesian reputation systems, we need to get enwagting data
to get the priori knowledge. There are also sonutedion
systems based on Dempster-Shafter Theory (beliefefn¢8, 9].
Dempster-Shafter Theory is a generalization of Bayetheory of
subjective probability. Some reputation systemsbaied on flow
models. These systems calculate reputation byitrangeration
through looped or arbitrarily long chains [10]. Thatee’s
reputation increases as a function of income flod decreases as
a function of outgoing flow [11]. A famous exampseGoogle’s
PageRank [12]. Discrete reputation systems areqgseab based
on the fact that humans are often better abletéoparformance in
the form of discrete variables instead of contimioteans, e.g.
[13, 14, 15, 16]. There are also some reputatistesys based on
the fuzzy models, e.g. [17, 18, 19]. In fuzzy repioin systems,
reputations are expressed as linguistically fuzmycepts in which
membership functions describe to what degree antaggn be
described [20].

3. Our Proposed Reputation System
3.1 A Brief Introduction to Memory-Based

Reputation System

Memory-based Reputation System (MRS) motivates fritven
observation that people usually trust the recommagos from
like-minded friends. MRS applies a nearest neighiserscheme
to predict a user's ratings based on the ratingsngby like-mined

users. We user, ;

j to represent user’s rating on service

providerj. SP is used to represent the set of service providers

on which user has given ratings. The mean rating for uisés
defined as:

@)

We usep, jto represent the predicted rating value given ley th
active user (indicated with a subscr@pt on service providey.

Using MRS, Pa, j is calculated as:

=0 _ - 2
Paj =Ttk Wa i) ; —F)
il

wherew(a, i)is the weight which reflect distance, correlation,
similarity between each usérand the active usea ; nis number
of users who gave rating on service provider k is the
normalizing factor such that the absolute valuesv(d, i) sum to
unity.

Pearson Correlation Coefficient is one of the mefective
methods to calculaten(a, i) . Using Pearson Correlation
Coefficient:

@)

Sq(laq—Taiq 1)

(Ealtag ~r)?Zalg -2

w(a, i) =

whereq = SR SF.

3.2 Limitation of MRS

We use the following experiment to analyze the titnon of the
conventional MRS.

The dataset we used for analysis is EachMovie Bgataghich is
collected by DEC (now Compaq) research. It cong$t32916
users, 1628 movies and 2811983 movie votes. Edirfgra one
number of [0, 0.2, 0.4, 0.6, 0.8, 1]. To make thalgsis result
more distinct, we amplify the rating as shown itplEal.

Table 1. Amplification on therating

Original Rating 0/02(04|06| 08| 1

Our Representation | 1| 2 3 4 5 6

The experiment steps are:

1. Randomly choose one user from EachMovie Datasethe
active user.

All the ratings given by this active user on diffiet movies are
the objects of analysis. The active user we chegk voted for
418 movies.

2. Split ratings given by the active user into tpaxts: training
dataset and test dataset.

In this experiment, we randomly choose 100 ratitogact as test
dataset, the left ratings on 318 different movies ased as

training dataset. That is, for training datas*;SI,3| =318; for test

datasetISFi’| =100. Thus we get two vectors, training dataget
and test datas&s, with length of 100 and 318 respectively.

3. Randomly choose 500 users which are differemhfthe active
user from the EachMovie Dataset. Ratings givenhssé users
are used to calculate(a, i) with theTRin formula (3), and

calculatepa’j with TSin formula (2).

From the probability prospect of view, if users gaatings on
only several movies, we will geg =0 in formula (3) and it is

meaningless to use MRS. So in the selected 506,user filter

out the users whose voted movies are below a smatber. In
this paper, we set this small number to 5. And inellfy get 431
users qualified to be used in the calculation of 34Rhese 431
users totally gave ratings on 899 movies. Thus eteagt31x 899

matrixM .

4. Calculatew(a, i) for the selected 431 users h . This is
achieved by compafRandM using formula (3).

5. Give predicted values on the movies rated byatttere user
in TS . This is achieved by calculatiqg:a’j using formula (2)

andw(a, i) we got in step 4. Thus we get a predicted valu¢ovec
P whose length is 100.

6. Compargd Swith P .



We get the distribution d® as shown in Fig. 1. Compare with the
distribution of TSshown in Fig. 2, we find that: thoudghS takes

values in whole interval of [1 6]payj is always a Middle Value

using MRS, which means that MRS are not able te gikoper
prediction on service providers offering high ara|quality
services.

MRS
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Figure 1. Distribution of P using MRS.
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Figure 2. Distribution of TS.

The reason for the above observation is that theuation of

n _
P, j Usesr, as the major part, anki> w(a, i)(f ; —f)is used
: 5 ,

to adjustr, (as shown in formula (2)). From the probability estp
of view, the active user’s mean rating is alwaysake in Median

Values (g =3.6667 in our selectetR). At the same time, the

n _
interval of the adjustments k> w(a, i)(ri]- —r)) is relatively
i '

small compared with, . Fig. 3 shows the adjustment fgrin
formula (2) in our experiment. The adjustment bgkro the
interval of [-0.6 0.8], which is small compared kwif . So MRS
failed to perform well on the Polar Values.

ns
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Figure 3. Adjustment for g in formula (2).

3.3 Our Proposed Bayesian Memory-Based
Reputation System

To deal with the limitation of MBR as shown in Sent3.2, we
propose a Bayesian Memory-based Reputation SydBMRE).

Our main motivation is to give ratings on serviceoyiders

offering high and low quality services as accurateon those
offering average quality services.

The key idea of BMRS is that: instead of directiyng formula (2)
to calculatepa’j for TS, as did by MRS, we adju®® by

analyzingp, i 's statistics distribution. The adjustment is based

the usage of Bayesian Theorem. Bayesian theorema is
mathematical theorem that follows very quickly frahe axioms
of probability theory. In practice, it is used talaulate the
updated probability of some target phenomenon giothesis
given new empirical data and the prior probability. our

experiment, we calculate, J-forTR , and compare, i with the

real rating values iR given by active user. The comparison
results are used as the prior probability.

Formula (4) gives the well-known Bayesian theorem:

P(E H) P(H) )

P(H|E) = e

whereP(H| E) is the posteriori probability, which is a measufe o
belief about a hypothesid updated in response to evidence
E ; P(E| H) is the conditional probability, which is the
probability of E givenH ; P(H) is the prior probability, which is
the belief abouH in absence of evidencB(E) is the probability
ofE.

By using the Bayesian theorem, we give the pregticthechanism
of BMRS based on the conventional MRS as follows:

1. Calculatepa’j for TRand compare witffR to get the prior
knowledge.
(1) CalculateR , which is used to represent the vector of

Pa, forTR, use formula (2).



(2) AnalyzeP; and divide the interval opa’j into m suitable
categories.

Cat, ; = f(p, ) ®)

whereCat, j is the category op, i Cat, j is a function ofp, i

and there are totallyn categories forPy; . Pa, OR . The
function f is decided by the analysis of the probability
distribution ofpa’j, and a concrete example will be given in
Section 3.4.

(3) Calculate the probability of each divided catgg
(i.e. P(Cata’j) ) by analyzing?; based on formula (5).

(4) Calculate the probability of each possible ngtivalue
i.e.P(TrueValue= ). For EachMovie Dataset,[] [0, 0.2, 0.4,

0.6, 0.8, 1]. Since we amplify the ratings as shawitab.1,i O
[1, 2, 3, 4, 5, 6] in our paper.

(5) the
P(Cata’j TrueValue= )i, i.e. the probability of each category

Calculate conditional probability

given the real predicted value equals tdhis is based on the
comparison oP, TRand the calculation of formula (5).

2. ForTS, calculate posteriori probability for eaplg’j oP.
(1) CalculateP using formula (2).
(2) Map eachoa’j O Pinto a category using formula (5).

(3) Using formula (6), calculate the posteriori Ipability
P(TrueValue= ’ Cagyj).

P(TrueValue= } Caf i ) 6)

P(Catayj‘ TrueValue= )i R TrueValue )

) P(Cat, ;)

The calculation of the right side of formula (6)kased on the
prior knowledge gotten in step 1.

3. Give the predicted value for each it¢f TS using formula (7).

B = 3 P(Truevalue= | Cap )* ")
Pa, | =z (TrueValue= af ;)

wherepaBj is the predicted value for active useon itemj ;iis
the possible real rating valuejs total number of.

3.4 Simulation Resultsof BMRS

This section is an extension of the experiment ésti®n 3.2 by

using the mechanism of BMRS shown in Section 3.Be T
simulation results in this section give the comgami of accuracy
on predicted values given by MRS and our propoddiRB.

The simulation steps are shown as follows:

(1) CalculatePy and divide the interval op, i into m suitable
categories.

For theTRwe chose, we o4t ; 0[3.076 4.3332. We divide the

interval ofpa’j into 5 categories as shown in Table 2. Fig. 4 gives
the probability of each category.

Table 2. Five Categories.

Interval
[3.0 3.6]
[3.6 3.7]
[3.7 3.8]
[3.8 3.9]
[3.9 4.4]

Category Name

m| O O @

Figure 4. Probability distribution of each category.

Thus we get the following function for formula (5) our
simulation:

A p,j<36
B 3.6< Paj < 3.7
Cat, ; = f(p,;)=1C 37< ;<38

D 38<p,;<39

E p,; =239

Based on the above classification of categoriesysesformula (6)
(7) to calculatep:j. And paBj is used to make a comparison

with P . To make the comparison results more distinctdivele
TS into six Sub-Test Datasets, where each Sub-TesasBat
consists of the items on which the active user ghgesame rating
values (1, 2, 3, 4, 5, 6 respectively). E.g., ladl teal rating values
on the items in the first Sub-Test Dataset are leigua. We give
the comparison results on the six Sub-Test Datasétgy. 5, Fig.
6, Fig. 7, Fig. 8, Fig. 9, Fig. 10 respectively, esn ‘TRUE’
means the real rating value given by the active oeethe item;



‘MRS’ means the predicted value calculated by MAEBVIRS’

means the predicted value calculated by our prapB84RS.

[~ TRUE = MRS —« BMES]
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Figure 5. Comparison on itemswith real ratings equal to 1.
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Figure 6. Comparison on itemswith real ratings equal to 2.
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Figure 7. Comparison on itemswith real ratings equal to 3.
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Figure 8. Comparison on itemswith real ratings equal to 4.
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Figure 9. Comparison on itemswith real ratings equal to 5.
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Figure 10. Comparison on itemswith real ratings equal to 5.

The simulation results in the above 6 figures skiuat:

1. When the real rating values given by the aatiser are 1, 2, 5
and 6 (Fig. 5, Fig. 6, Fig. 9 and Fig. 10), almal$the predicted
values given by BMRS are closer to the real ratiayes than
MRS, which means BMRS has higher accuracy.

2. When the real rating values given by the aatiser are 3 and 4
(Fig. 7 and Fig. 8), most of the predicted valuesig by MRS are
closer to the real rating values than our propdBtRS, which
means MRS has higher accuracy in this case.

For the predicted values in each Sub-Test Dataseg MRS and
BMRS, we calculate their average value and giveréselts in
Fig. 11. And it is easy to observe that when tls rating value
equalsto 1, 2, 5 and 6, MRS is far from enougbite the correct
prediction. However, our BMRS has better perforneaatthose
situations. When the real rating value equals RS has higher
accuracy than ours. And when the real rating vageals to 4,
though the average rating value predicted by BM&Slaser to
the 4, MRS is better than BMRS since it has smalliance
refers to Fig. 8.

Average Rating

L O Y

4

[

W TRUE

4

[

B MRS

3.5189

37672

38153

3.0036

4.0113

8@ BMES

2.1942

4.035

4.0068

4.488

4.8570

TrueValus

Figure 11. The comparison of the average predicted values
given by MRS and BMRS.
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Figure 12. Distribution of the predicted valuesusing BMRS.

Fig. 12 gives the distribution of the predictedues given by our
BMRS on the test dataset. Recall the predictedegalyiven by
MRS in Fig. 1 and real rating values in Fig. Zsieasy to notice
that the interval of the predicted values given BIMRS has
distinctly extended the interval of those given MRS, and is
closer to the interval of the real ratings.

4. Conclusionsand Future Work

Reputation Systems provide a way for building trttstough
social control by utilizing community based feedbabout past
experiences of peers to help making recommendatiod
judgment on quality and reliability of the transant[21]. MRS
using Pearson Correlation Coefficient is one ofrtiast effective
methods. However, we found though experiments MRS has
low accuracy when make prediction on Polar Values,ratings
on services providers give high and low qualityveer. We
propose a Baysian Memory-based Reputation SystediR®
which uses Bayesian Theory to analyze the prolbabili
distribution of the predicted values given by MRBdamake
suitable adjustment. Simulation results show that groposed
BMRS has higher accuracy than MRS on Polar Values.

In the future, we plan to focus on how to filtert aunfair ratings
in our reputation system. And to filter out the ainfatings is one
of the basic requirements to build up a robust temn system.
Based on our comparison between BMRS and MRS, Wevke
that the usage of BMRS in dynamic environments s a
promising path for the future research.
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