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ABSTRACT
In this paper a system is presented able to acquire images
from multiple indoor network cameras and extract contex-
tual information about persons detected within the consid-
ered environment. Distributed system architecture allows
one to process images from several cameras on a network of
PCs. Objects tracking and posture classification techniques
are used in order to extract contextual information from
video. These information are stored in a remote database
that is accessed from an higher level application that is able
to interact with users’ mobile phones for delivering context-
based-services. In particular, proposed scene understanding
techniques have been used for implementing an automatic
terminal silencing service in case of a meeting and a sos-call
in case of a falling person.

Keywords
ambient intelligence context aware applications,
video surveillance, video processing

1. INTRODUCTION
Ambient awareness can be defined as the process of acquir-
ing, processing and acting upon contextual information: a
system is ”context aware” if it can respond to certain situa-
tions or stimuli in its environment. Main issues of a context
awareness system are [12]:

• Contextual sensing: sensing is the most basic part of
context awareness. A sensing device detects various
environmental states, like position, time, and presents
them to the user or to the services that want to make
use of them. This sensing is not restricted to reading
out hardware sensors; it is equally applicable for syn-
thesising context information, for instance using place

and time to determine if it is dark outside.

• Contextual adaptation: using context information, ser-
vices can adapt to the current situation of the user, in
order to integrate more seamless with the user’s envi-
ronment. For instance, if a mobile phone is used in
an area with loud noise like a disco, it should disable
sound signalling and only use vibration.

• Contextual resource discovery: using only the own con-
text of a device for services is sometimes adequate,
but sometimes more information on the environment
is needed. The device should then be able to discover
other contextual resources to determine the context of
other entities like persons, devices, etc. For instance if
the user wants to display a movie and the device has
too small a screen, it can look for unoccupied display
devices in its neighbourhood. Another example is that
one is stuck with a problem, and wants to talk to some-
one with a similar problem; in this case other context
aspects are used than the current location only.

• Contextual augmentation: some services will not only
adapt to the current context, but also couple digital
information to the environment. Depending on the
user’s perspective this can be viewed as the digital data
augmenting reality or reality augmenting the digital
data. An example of digital data augmenting reality is
tour-guiding [5] in which the device gives information
about the nearby attractions. An example of reality
augmenting digital data is when you can view some-
one’s current location - or other context - when you
view his/her homepage on the web.

Research groups developed many video processing algorithms
for real time dynamic context information extraction and fu-
sion from video sensors [9]. High level information extracted
by video, radio, audio and other kind of heterogeneous sen-
sors can be fused together [14] in order to provide the system
with a useful representation of the state of the environment
and of the subjects interacting within. Dynamic modelling
of environment, user localisation, behaviours and events au-
tomatic analysis in order to define and collect information
of interest are the main tasks of the aforesaid algorithms.
Techniques have been developed for counting people in out-
door environments using neural networks [15] or Bayesian
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models from frontal views [7]. Bayesian networks of ex-
tended Kalman filters and data fusion algorithms are used
in [2] for estimating people waiting on a underground plat-
form. In [11] people are detected in a indoor environment
by tracking their heads by using particle filter algorithm.
Many research projects studied methods for recognition of
human activities; in [3] multiple, cooperative video sensors
are used to provide continuous coverage of people and vehi-
cles in a cluttered environment. Motion features are used di-
rectly in [10] rather than try to reconstruct 2D or 3D models
of the human body. Proposed method is based on Principle
Component Analysis for training and classification. Nega-
tive space analysis is used in [17]: propose method is ex-
tremely interesting but can be mainly used in a controlled
acquisition environment.
Algorithm proposed here is based on tracking of visual fea-
tures for detecting human and pose estimation in cluttered
indoor environments. As in [1] the head’s projection onto the
image plane is modelled as an ellipse whose position and size
are continually updated. The tracking module is automati-
cally initialised by searching for persistent ellipses within the
images and linear dynamic Kalman filters are used for pre-
dicting heads movements. First and second orders moments
are computed in order to estimate postures. The remainder
of the paper is organised as follows: section 2 shows overall
software architecture of the proposed system allowing mul-
tiple camera processing on distributed networks; in sections
3 and 4 automatic methods for extracting contextual data
about people and their postures are described. Finally in
section 5 results in a real office environment are shown and
conclusions are drawn in section 6.

2. SOFTWARE ARCHITECTURE
Figure 1 depicts the general software architecture of the pro-
posed system. Configuration parameters as well as runtime
extracted data context are stored onto a remote database
powered with a MySQL server. For increasing software mod-
ularity, each PC can run a camera manager able to process in
parallel images acquired from multiple network cameras and
to send high level contextual information to a remote room

manager via TCP socket. A room manager is associated to
a single room and is able to fuse information extracted from
each single camera associated to that room and to store up-
dated contextual data onto the remote database.

Figure 1: Distributed software architecture schema

2.1 Single camera processing

Each single camera manager can be configured in order to
acquire and process images from multiple wired or wire-
less cameras. Different processing threads are dynamically
created for single video sources, the number of processed
sources per computer depending on processing capabilities
of each machine. For each configured source, the system is
able to set up an image processing algorithm for extracting
information about position of people in the scene and their
postures. These information are extracted from video at a
very high rate: in fact higher is the number of frames pro-
cessed per image smaller is the possibility that processing
algorithm fail while trying to track detected persons. In-
formation about position and postures of detected humans
are sent via TCP socket to a remote room manager that is
responsible for fusing and filtering data before storing ev-
erything onto a database.

2.2 Multi camera fusion
An application called room manager can be configured for
receiving contextual data extracted from each camera man-

ager that is associated to a particular room. These informa-
tion are fused and registered to a common reference space
related to the monitored room itself. Before writing data
to the database, a filtering step is performed for regularis-
ing and smoothing extracted data. Third part applications,
in fact, will access the database as the basis for delivering
ambient intelligence services. Applications supplying con-
text dependent services to the user should exhibit an high
level of stability: changes in the status of a room (number
of persons, postures, etc.) should happen only if one of the
observed variables is changed with a high level of certainty.
New contextual data extracted from video are available at
a very high rate (at a video frame rate, i.e. between 5 and
25 fps) and the filtering step is needed for avoiding instable
behaviours in ambient intelligence services built on the basis
of stored data.

2.3 Data storage
Figure 2.3 shows the database that is used for storing con-
figuration and context data information. Data related to the
computers involved in the network are stored into cnf_computer
table. By searching its own ip address into this table each
computer is able to find correspondent acquisition and pro-
cessing parameters into cnf_camera and cnf_videoparams

tables. These tables are connected to cnf_computer through
foreign keys, such as each camera manager application can
read directly needed parameters as well as the ip address of
the room manager that is supposed to receive and fuse con-
text data from that very camera. On the other hand each
room manager application is able to start and auto-configure
itself by looking for its own ip address in the database. A
simulation mode was also implemented for testing purposes
in order to let each room manager to read contextual data
and correspondent timings directly from an xml file.
people and people_feature tables are filled at runtime when
new context data are extracted from video. First table con-
tains the number of detected people and the correspondent
timestamp for each stored event while second table is used
for storing features such as position and posture) for each
person in the scene.

3. DETECTION AND TRACKING



Figure 2: Database diagram

3.1 Ellipse fitting
First step in human detection and tracking is the localization
of moving persons as they enter the scene. For this purpose
an algorithm for ellipses extraction and fitting has been im-
plemented. Starting from the contours extracted from the
image by using the well known Canny algorithm, ellipses
are searched through scanning of contour points. By using
a contour following algorithm, a set of connected pixels are
extracted from the binary Canny image. The least squares
method is the most commonly used technique for fitting an
ellipse through a set of points. However, while least squares
is optimal under Gaussian noise it is very sensitive to severe
non-Gaussian outliers, and is therefore unsuitable for many
vision applications.
One of the basic tasks in computer vision and pattern recog-
nition is fitting of primitive models to the image data. A
technique that is able to fit primitive models to the im-
age data can be used to reduce and simplify complex image
data. Ellipses commonly occur in natural scenes, often be-
ing formed as the projection of circular objects onto the
image plane. They provide a useful representation of parts
of the image since they are more convenient to manipulate
than the corresponding sequences of straight lines needed to
represent the curve, and their detection is reasonably simple
and reliable. Conic sections have the form of a second-degree
polynomial

F (a,x) = aT x = ax2 + bxy + cy2 + dx + ey + f = 0 (1)

where a = [a, b, c, d, e, f ]T and x = [x2, xy, y2, x, y, 1]T . F (a,xi)
is called the ”algebraic distance” between point (xi, yi) and
conic F (a,xi) = 0. The fitting of a general conic may be
approached by minimizing the sum of squared algebraic dis-
tances

DA(a) =

NX
i=1

F (xi)
2 (2)

of the curve to the N data points xi. In order to achieve
ellipse-specific fitting polynomial coefficients must be con-
strained: for ellipse they must satisfy b2 − 4ac < 0. How-
ever, this constrained problem is difficult to solve in general
as the Kuhn-Tucker conditions [13] do not guarantee a solu-
tion. Moreover, the equality constraint 4ac − b2 = 1 can be
imposed in order to incorporate coefficients scaling into con-
straint. By introducing this constraints, the fitting problem
in 2 can be solved by introducing Lagrange multipliers [6].

3.2 Tracking
By using most persistent ellipses that are supposed to cor-
respond to the heads of people entering the scene, a new
tracker is initialized and is associated to moving object. Dif-
ferent tracking approach have been tested and optimized for
indoor head tracking. An approach like the one proposed
in [1] performs quite well but suffers for variable and poten-
tially low frame rate that is caused by the use of IP wireless
video sensors.
The mean shift tracking algorithm [4] is an appearance based
tracking method and it employs the mean shift iterations
to find the target candidate that is the most similar to a
given model that is usually described through a colour his-
togram. The Kullback-Leibler divergence, Bhattacharyya
coefficient and other information-theoretic similarity mea-
sures are commonly employed to measure the similarity be-
tween the template (or model) region and the current target
region. Tracking is accomplished by iteratively finding the
local minima of the distance measure functions using the
mean shift algorithm.

4. POSTURE CLASSIFICATION
Posture classification is performed by evaluating principal
axes of extracted blobs and their orientation. By using an
adaptive mixture of Gaussian algorithm as change detec-
tion step [16], changed regions are extracted from the scene
through a connected components analysis.
Principal axis of extracted regions are computed and com-
pared with the position of extracted heads. This technique
allows one to detect the lying posture of the detected per-
son and classify between standard (standing or sitting) and
lying persons.
The two second order central moments measure the spread
of points around the centre of mass (moments of inertia):

µ20 =
X

x

X
y

(x − x̄)2f(x, y)µ02 =
X

x

X
y

(y − ȳ)2f(x, y)

(3)
However, the pointspread might not be perfectly aligned
with the coordinate axes, and thus we get a cross moment
of inertia (covariance):

µ11 =
X

x

X
y

(x − x̄)(y − ȳ)f(x, y) (4)

Orientation of the object can be derived from these mo-
ments, which means that they are not invariant to rotation.
The orientation of an object is commonly defined as the
angle relative to the first coordinate axis for which a line
through the centroid has the least moment of inertia. This
direction can be found by minimizing the moment of inertia
around a rotated axis:

(µ|α) =
X

{x,y}∈R

d2 = ((x − x̄)cosβ + (y − ȳ)sinβ)2 (5)

By deriving this equation and setting to zero, orientation
can be shown to be:

α =
1

2
tan−1

»
2µ11

µ20 − µ02

–
(6)

Figure 3 shows the principal axis (in white) of the blob that
corresponds to a fallen person. By looking at figure 4 in can



Figure 3: Principal axis of a lying person

Figure 4: Principal axis in case of a sitting person.

be seen that the orientation of the principal axis of a sitting
person can be very similar to the one in the previous figure.
In order to reduce the number of false positives an additional
control of the direction of the axis (in red in figure 4) going
from the position of the head to the centre of mass of the
blob is performed.

5. RESULTS
Head detection and tracking algorithms described in section
3 have been tested in a certain number of sequences acquired
from a real office. Figures 5 and 6 show results of the head
detection step in case of single or multiple persons.

For testing purposes, 20 sequences with 5000 frames each
have been considered, containing a total of eight meeting
(more than three persons in the room) and seven falling
person events. Proposed algorithms performed well in 16
situations: in two sequences one entering person was missed
because of low contrast between the head and the back-
ground. In those cases extracted ellipses persistences were
not sufficient for initializing a new tracker. In other two
sequences the system did not classified correctly a falling
event because of environmental occlusions: a large part of
the body of the lying person was under the desk thus leading

Figure 5: Head detection through ellipse fitting for
a single person.

Figure 6: Head detection through ellipse fitting for
a group of three persons.

to an incorrect estimate of the principal axis of the blob.
To validate the system in a concrete application scenario, we
designed a context aware mobile application that uses the
information coming from the camera manager and a WiFi
camera installed in an office room. The objective was to
support the user’s communication and safety using the high
level context information of the office room obtained trough
video analysis.
First we integrated the camera manager and the room man-
ager in a Context-aware platform that we designed [8] to
support context acquisition, aggregation and elaboration. In
this platform context information is obtained from Context
Providers through a Context Broker. The Room Context
Provider we developed extracts the information from the
storage, updated by the room manager every 10 seconds. As
a second step we developed a mobile application that runs
on a Symbian S60 mobile phone: the application changes
automatically the phone profile to three different possible
states - normal, meeting, emergency - based on the infor-
mation coming from the Room Context Provider about the
number of people in the room and their position (standing,
sitting or lying on the floor).
The application on the mobile phone communicates with the



Context Broker using a UMTS connection and uses a Blue-
tooth access point based mechanism to determine the room
where the user is located, using information coming from the
Location Context Provider available in the platform. Then
the application asks periodically to a Web Service what is
the target phone profile to be set based on the latest context
information. The relation between the room context and the
target phone profile is simple: if the Room Context Provider
indicates that there are 2 people in the office, the phone au-
tomatically switches from ’normal’ to ’meeting’ profile. The
user can configure his desired communication behaviour as-
sociated to each profile: for example he can define that in
the ’meeting’ profile only phone calls from colleagues should
be passed, while all other calls should be blocked automat-
ically by the phone and a pre-defined SMS message should
be sent to inform the caller that the user is involved in a
meeting. Similarly in case the Room Context Provider in-
dicates that only one person is in the room and the person
is lying on the floor, the phone profile is set to ’emergency’.
This state triggers on the phone an emergency procedure:
first an audio message is played by the phone loud speaker,
asking to the user to press a key if ”everything is ok”. In
case no input from the user is received, the phone sends au-
tomatically an SMS to a pre-defined emergency number to
indicate that the user needs help and providing the room
where the user is currently located.
The scenario has proved to be effective to validate the track-
ing algorithms applied in a real case. Also the scenario was
useful to fine-tune the update intervals used to provide con-
text information.

6. CONCLUSIONS
This paper described a system that is able to acquire and
process images from multiple wireless cameras. Contex-
tual information about number, position and posture of de-
tected persons are extracted from video and used as input for
an ambient intelligence application able to deliver context-
based services to the users. Proposed result show the validity
of the proposed approach.
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