ABSTRACT
Most next generation mobile terminals will be equipped with location computation facilities, e.g., GPS cards, which can be extremely useful to the purpose of routing in mobile multihop wireless networks. In fact, if nodes are aware of their own location, then geographical routing algorithms can be applied which do not require signaling and thus, are very efficient in high mobility scenarios. In this context, MACRO is an integrated MAC/routing protocol that achieves high energy efficiency in wireless multihop communications. The basic concept underlying MACRO is that when a node forwards a data packet, all other nodes in the radio coverage evaluate their goodness in forwarding the packet towards the destination. The better a node is to this purpose, the sooner it will try to take the responsibility of relaying the packet. The basic concepts of MACRO are revised in this paper to allow the exploitation of network coding which can further improve energy efficiency. The resulting routing scheme, called MACRO+, is assessed through analysis.
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1. INTRODUCTION
The ever increasing diffusion of sophisticated wireless communication terminals and their announced support of open OSs will enable effective services based on the peer-to-peer multihop communication paradigm [2], also known as ad hoc networking paradigm.

Energy efficient routing is crucial to the success of such services [13]. In this context, the fact that most next generation handheld communication terminals will be equipped with position calculation facilities, e.g., GPS cards, makes it possible the deployment of geographical routing algorithms. Such algorithms only require that terminals are aware of their own position and the position of the final destination. Accordingly, no signaling is required for routing purposes, which is extremely convenient in the case of high terminal mobility. As a consequence, geographical routing has been the focus of a large research effort in the last few years [17, 10, 14].

In [4], we have introduced an integrated MAC/routing scheme for geographical routing called MACRO. This solution was tailored to wireless sensor networks, nevertheless the proposed approach can be applied to any wireless multihop communication scenario in which energy is a scarce resource. The basic idea of MACRO is that when a relay transmits a packet, all other nodes in its radio coverage will evaluate their goodness in forwarding the packet towards the destination. The better the position of a node is, the earlier it will try to take the responsibility of forwarding the packet. A similar idea was previously proposed in [17]; however MACRO also considers the case in which a node can select the most appropriate transmission power level.

In the last few years network coding has been proposed for wireless ad hoc networks [1, 3, 7], and a large research effort has been devoted to this subject. In fact applying network coding, the amount of information transferred at each transmission increases and therefore, energy consumption decreases.

However, at the best of our knowledge the combination of network coding and geographical forwarding has not been already studied. In this paper we revise the basic concepts of MACRO to take into account the possibility of applying network coding. We call the resulting scheme MACRO+. According to MACRO+, when a node listens a packet transmission it evaluates its goodness to forward such packet towards the destination, like in MACRO. It also evaluates its goodness to forward such packet combined, according to linear network coding, with one of the other packets that have been received recently and have not been forwarded yet. The higher the goodness, the sooner the node will try to take the responsibility of forwarding the packet. Evaluation of the above goodness is not trivial and a methodology has...
been derived in this paper. We demonstrate the advantages of applying network coding along with geographical routing through numerical examples.

The rest of the paper is organized as follows. In Section 2 we report the required background on geographical routing and network coding. In the same section we also report the basics of MACRO. In Section 3 we introduce MACRO+ which will be evaluated through numerical examples in Section 4. Finally, some conclusions will be drawn in Section 5.

2. RELATED WORK

In these sections we revise some related work in the fields of geographical routing and network coding.

2.1 Geographical routing

Geographic forwarding [10] is proposed as a methodology for forwarding data from a sender to a destination, progressively reducing the distance between the source and the destination. A local optimal choice is performed where each relay node chooses as next hop the best neighbor in its proximity, i.e., the node in its neighborhood geographically closest to the destination. The greedy choices are thus performed based only on the local information about nodes’ neighbors. In case holes are met in the network and, thus, greedy forwarding cannot be applied, perimeter forwarding can be invoked.

In [14] a geographical routing protocol working also in case of absence of location information is proposed. This protocol assumes that nodes do not know their GPS location but use a sort of virtual coordinates. This allows them to overcome the problem of not possessing location information. In [15] the authors study the problem of geographical forwarding in lossy areas where transitional regions are met, thus resulting in bad link quality and deterioration of transmission capabilities. In [5] a geographical routing protocol which exploits recently discovered paths to reduce the latency of the discovery process is proposed. This protocol shows significant performance improvement over traditional geographical routing protocols.

Similar approaches for performing cross-layer geographical routing have been proposed also in [17] and [4] with the aim of both reducing energy consumption and the forwarding overhead. In [17] nodes are assumed to turn ON and OFF as in energy limited scenarios. Accordingly, the next relay node is not known a priori, due to the nodes’ duty cycle. Consequently, upon need of forwarding a data packet, the current source node sends a message which contains both its own coordinates and the coordinates of the destination. Then, a receiver contention scheme takes place and, ideally, the best available relay node is chosen based on geometrical considerations. In particular, the relay node is chosen to be the closest node towards the destination among the available slices in which the considered forwarding area is assumed to be subdivided. This solution, even if simple, does not guarantee data delivery since the sender node could not find any awake relay node in its proximity when forwarding data. Moreover, this solution does not take into account the possibility of transmitting with different power levels.

The present paper extends the idea proposed in [4]. There, an integrated MAC-Routing protocol, called MACRO, which exploits the capability of tuning the transmission power of the sensor devices, is introduced. MACRO does not require any location information to be exchanged in the network and, thus, reduces energy consumption. In fact, the proposed protocol requires that each node only knows its own position and the position of the destination and forwarding is done according to geographical criteria. More specifically, in order to select the next relay node in the forwarding process, a competition is triggered at each hop in such a way that the most energy efficient choice is taken. Holes in the network can be also avoided through use of a control policy which allows to support reliable delivery of data also in case of low connectivity networks.

2.2 Network coding

Network coding is an exciting and relatively recent field in information theory [1]. The idea underlying network coding can be illustrated using the three nodes scenario shown in Figure 1. Suppose that nodes A and B want to exchange packets through an intermediate node F. With the traditional method, node A (resp. B) sends a packet a (resp. b) to F, and then F sends packets a and b in sequence, as shown in Figure 1(a). By using network coding, instead, node F may recombine the input packets into one. In particular, node F broadcast a XOR b instead of a and b in sequence. Both nodes A and B can recover the packets of interest reducing at the same time the number of transmissions (see Figure 1(b)). If more packets have to be combined, the XOR operation is replaced by a linear combination of the packets.

A primary result of network coding is that it increases the capacity and energy efficiency of the network [3]. Moreover, robustness is another benefit. In fact, by combining packets, network coding leads to equally important encoded packets [6]. So the receiver, provided that it receives a sufficient number of encoded packets, is able to decode the original information. Several works have exploited the network coding strategy to improve the throughput of multi-hop wireless networks by taking into account the broadcast nature of the wireless medium [7]. An example is [12], where the authors propose COPE, a new architecture for wireless mesh networks employing network coding. The aim of the paper is to bridge theory with practice. To this end the authors evaluate their architecture on a 20-node wireless network testbed. Results obtained show a large increase in network throughput. A detailed analytical evaluation of COPE has been presented in [16].

Other works apply network coding to residential wireless mesh networks. In [11] the authors suppose that all the transmissions are broadcast and overheard by the neighbors. In this way more packets can be encoded and retransmitted.
Several experiments show that in some cases this approach can increase the network throughput by a factor two.

3. MACRO+

In this section we describe the system under consideration and the MACRO+ algorithm.

3.1 System description

To describe the MACRO+ scheme we focus on the behavior of a node $A$ that at time $t = 0$ listens a packet $P_{BD}$ relayed from node $B$ in its radio coverage, supposed to be constant and equal to $r$, and directed to node $D$. Note that $B$ can be either the source of the packet or an intermediate node. We assume that all packets have the same payload and that the header size is $S_H$ when network coding is not applied and $S_{HNC}$ when network coding is applied. Obviously, when network coding is applied the packet header is larger, i.e., $S_{HNC} > S_H$, more specifically, $S_{HNC} \approx 2 \cdot S_H$.

We call $\sigma_A$ the node density in the proximity of node $A$. We assume that node density does not change significantly in the surrounding region of each node. We also assume that each node is equipped with location computation facilities, e.g., GPS cards, and, therefore, can evaluate its current position. Furthermore, each node forwarding a packet inserts into its header information about its own position and the position of the final destination, if not already included. Accordingly, $A$ is aware of the pairs of coordinates $(x_A, y_A)$, $(x_B, y_B)$, and $(x_D, y_D)$, i.e., its position and the positions of $B$ and the final destination $D$, respectively.

Let $U$, $V$, and $W$ be three generic points of coordinates $(x_U, y_U)$, $(x_V, y_V)$, and $(x_W, y_W)$. In the following we denote the angle formed by the arrays connecting $U$ to $V$ and $V$ to $W$ as $\angle_U$.

At time $t = 0$ it is possible that node $A$ has already a certain number of packets $N_P$ waiting to be relayed. Network coding can be utilized to merge the packet $P_{BD}$ with one of the other $N_P$ packets, thus expediting a unique transmission.

3.2 Scheme overview

At any time a given node $A$ maintains updated a list containing information about the $N$ packets scheduled for transmission. More specifically, for any $i \leq N$ the list contains the entire packet, $P_i$, the time instance $t_i$ when such packet has been received, the time $\tau_i$ when the transmission of $P_i$ is scheduled, and a flag $\phi_i$ that is set equal to one if the packet will be transmitted encoded with another packet according to linear network coding. If this is the case, then $A$ also maintains a reference, $l_i$, to the packet that will be encoded together with $P_i$, and the value of the time instant when the transmission of the encoded packet is scheduled, $\tau'_i$.

We assume that linear network coding is applied to pairs of packets. More specifically, the network encoder input is a pair of packets, whereas its output is one packet in which the header result from the concatenation of the headers of the two input packets, and the payload is the result of the XOR between the payloads of the two input packets.

At a generic time instant $t$ four different events may occur, as described in the following sections.

---

Event 1: A new packet is received.

Suppose that the packet $P$ has been transmitted by node $B$ and is directed to node $D$. As soon as $A$ listens the packet it evaluates how good it is to transmit it without network coding. This goodness is quantified by means of a parameter which we call $expected\ progress\ without\ network\ coding\ per\ unit\ of\ energy$, $\rho$. Formal definition and analytical derivation of $\rho$ will be given in Section 3.3.1. Then for each $i \leq N$, if the $i$-th packet in the list, $P_i$, is not planned to be encoded, i.e., $\phi_i = 0$ then $A$ evaluates how good it is to transmit the result of linear network coding between the current packet $P$ and $P_i$. This goodness is quantified by means of a parameter which we call $expected\ progress\ with\ network\ coding\ per\ unit\ of\ energy$, $\rho_i$. Formal definition and analytical derivation of $\rho_i$ will be given in Section 3.3.2.

Let $\rho^*$ be defined as the highest value of $\rho_i$, i.e.,

$$\rho^* = \max_{\forall i \leq N, \phi_i = 0} \{\rho_i\} \quad (1)$$

and $j$ is the corresponding packet entry, i.e., $\rho_j = \rho^*$. Then, the new packet is inserted in the list in position $N + 1$, the value $t_{N+1}$ is set to the current time$^2$, whereas the packet transmission is scheduled at $t_{N+1}$ given by:

$$\tau_{N+1} = t_{N+1} + \Delta t \quad (2)$$

where $\Delta t$ is a random value generated according to an exponential distribution with average value reciprocal to the value $\rho$. Observe that, in this way, the higher is $\rho$, the earliest is the transmission scheduled. Better relay nodes try to relay a packet earlier than others.

Obviously, if $\rho \geq \rho^*$ then $\phi_{N+1}$ is set equal to zero. Instead, if $\rho < \rho^*$ then $\phi_{N+1}$ is set to one, $t_{N+1}$ is set equal to $j$ and $\tau_{N+1}$ is set as follows:

$$\tau_{N+1} = t_{N+1} + \Delta \tau' \quad (3)$$

where $\Delta \tau'$ is again a random value generated according to an exponential distribution with average value reciprocal to $\rho^*$. Clearly, also the $j$-th line of the list must be updated. More specifically, $\phi_j$ is set equal to one, and $l_j$ is set equal to $N + 1$. Instead the transmission of the coded packet is scheduled to $\tau'_j = t_j + \Delta \tau'$. If $\tau'_j$ is already elapsed, i.e., $\tau'_j < t_{N+1}$, then, the transmission is scheduled to an instant coming very shortly, i.e., $\tau'_j = t_{N+1} + \delta \tau$, where $\delta \tau$ is a short random value, i.e., the following relationship typically holds $\delta \tau << \Delta \tau$.

Event 2: A scheduled transmission time occurs.

Suppose that the time of a scheduled non-coded transmission occurs, i.e., $t = \tau_i$ (we will consider the case $t = \tau'_i$ later). In this case, node $A$ broadcasts a short message to notify it will take the responsibility of the transmission of packet $P_i$. We denote such message as $RTS_i$. Note that $RTS_i$ must only contain the information required to identify $P_i$. Then the node $A$ waits for a confirmation of sending the message, denoted as $CTS_i$, sent from the last relay of packet $P_i$, which we call $B_i$. If $CTS_i$ is not received for a certain time interval, $t_{HRTS}$, then a new transmission of packet $P_i$ is scheduled at time $t = t_{HRTS} + \tau_i - t_i$.

If at time $t$ the transmission of a coded packet has been scheduled, i.e., $t = \tau'_i$, then $A$ broadcasts a request to send message which contains information about packet $P_i$ and

---

$^1$Here we are assuming a two-dimensional space; however, extension to a three-dimensional space is straightforward.

$^2$We are neglecting the processing time which is very low.
the packet that must be coded with it, i.e., $P_i$. We call such message $RCS_{\theta i}$. Then $A$ waits for the consequent confirmation to send messages $CTS_i$ and $CTSS_i$, by nodes $B_i$ and $B_j$. If such messages are not received within a certain timeout, then new transmissions of packets $P_i$ and $P_j$ will be scheduled at times $T_i$ and $T_j$, respectively. This will be obtained by simply setting $\phi_i$ and $\phi_j$ to zero.

**Event 3: An RTS is received.**

Node $A$ controls whether it hears an RTS related to a packet that it has forwarded. If this is the case, it generates an appropriate CTS, then waits to hear the transmission of the actual packet. When such transmission occurs, node $A$ is not responsible for the packet anymore and therefore deletes the corresponding entry from its list.

Obviously, if the RTS is related to a packet that node $A$ has not transmitted, then $A$ neglects it.

**Event 4: A CTS is received.**

If a CTS is received we must distinguish two different cases. If the CTS is the response to an RTS transmitted by node $A$, then node $A$ transmits the related packet and reschedules its transmission after an appropriate timeout, called $T_{RTO}$. If the CTS is the response to the RTS transmitted by some other node, then node $A$ searches in its list of packet transmission schedules. Suppose that the entry corresponding to the received CTS occupies the $j$-th entry in the list. If node $A$ was planning to transmit such packet using linear encoding, i.e., $\phi_j = 1$, then the entry of the packet $l_j$ must be updated. More specifically, $\phi_j$ is set equal to zero. Then the $j$-th entry is deleted and the list updated accordingly.

### 3.3 Expected progress per unit of energy

In this section we formally define the expected progress parameters. More specifically, in Section 3.3.1 we analyze the case where network coding is not applied, whereas in Section 3.3.2 we consider the case where network coding is applied.

#### 3.3.1 Expected progress without network coding per unit of energy

In evaluating the expected progress towards the destination, node $A$ needs to compare the expected distance between the next best relay and the destination before and after it forwards the packets.

More specifically, let us call

- $R_{(B,D)}$ the best next relay, with the exclusion of node $A$, for a packet forwarded by node $B$ towards the destination $D$. In other words $R_{(B,D)}$ represents the node in the radio coverage of $B$, with the exclusion of $A$, which is the nearest to the destination $D$.

- $R_{(A,D)}$ the best next relay for a packet forwarded by node $A$ towards the destination $D$. This represents the node in the radio coverage of $A$ which is the nearest to the destination $D$.

Note that node $A$ does not know the positions of $R_{(B,D)}$ and $R_{(A,D)}$. Therefore, in its perspective the distances between $D$ and $R_{(B,D)}$ as well as $R_{(A,D)}$ are random variables that we call $\Delta R_{(B,D),D}$ and $\Delta R_{(A,D),D}$, respectively. Accordingly, the expected progress of the packet towards the destination $D$ achieved thanks to $A$’s forwarding is given by

$$\gamma = E\left\{\Delta R_{(B,D),D} - \Delta R_{(A,D),D}\right\}$$

(4)

Accordingly, the expected progress without network coding per unit of energy, $\rho$, is the ratio between $\gamma$ and the energy spent to transmit a packet, i.e.,

$$\rho = \frac{\gamma}{(SH + SD) \cdot \epsilon_b}$$

(5)

where $\epsilon_b$ is the energy per bit and $SH$ and $SD$ are the packet header and payload length in bit, respectively. Substituting eq. (4) in eq. (5) and observing that $E\{\cdot\}$ is a linear operator, we can write

$$\rho = \frac{1}{(SH + SD) \cdot \epsilon_b} E\left\{\Delta R_{(B,D),D} - \Delta R_{(A,D),D}\right\}$$

(6)

In the following we calculate $E\left\{\Delta R_{(B,D),D}\right\}$: derivation of $E\left\{\Delta R_{(A,D),D}\right\}$ is identical.

By definition $E\left\{\Delta R_{(B,D),D}\right\}$ can be computed as:

$$E\left\{\Delta R_{(B,D),D}\right\} = \int_{-\infty}^{+\infty} x \cdot f_{\Delta}(x)dx$$

(7)

where $f_{\Delta}(x)$ represents the probability density function of the random variable $\Delta R_{(B,D),D}$.

The function $F_{\Delta}(x)$ can be calculated as the derivative of the corresponding probability distribution function $F_{\Delta}(x)$ which is defined as follows:

$$F_{\Delta}(x) = \Pr\left\{\Delta R_{(B,D),D} \leq x\right\}$$

(8)

being $0 \leq x < r$.

The probability in the right hand side of eq. (8) is equal to the probability that the node within the coverage area of $B$, which is the closest to the destination $D$, is distant from $D$ at least $(d - x)$. This means there should be no nodes in the outlined area shown in Figure 2 and called $a(d - x, d)$, representing the area of intersection between two circles, namely the one centered in $B$ and having radius equal to $r$ and the other centered in $D$ with radius equal to $(d - x)$ and $0 \leq x < r$.

If we assume that nodes are Poisson-distributed in the sensed area with density $\lambda = N/A$, where $A$ represents the area of the entire sensed region, it follows that the probability distribution function in eq. (8) can be calculated as

$$F_{\Delta}(x) = \begin{cases} 0 & x < 0 \\ e^{-\lambda a(d-x,d)} & 0 \leq x < r \\ 1 & x \geq r \end{cases}$$

(9)

Accordingly, eq. (7) can be rewritten as follows:

$$E\left\{\Delta R_{(B,D),D}\right\} = \int_{-\infty}^{+\infty} x \cdot f_{\Delta}(x)dx = \int_{0}^{r} x \cdot F_{\Delta}(x)dx = \int_{0}^{r} \left(\int_{0}^{x} F_{\Delta}(x)dx\right)dx$$

(10)

In order to solve eq. (10) we need to calculate the area $a(d - x, d)$. For sake of simplicity, we define $y = d - x$.

Accordingly:

$$a(y, d) = \Psi + \Omega - \Phi$$

(11)
where $\Psi$, $\Omega$, and $\Phi$ can be calculated applying Euclidean geometry as described in [8]. The geometrical meaning of $\Psi$, $\Omega$ and $\Phi$ can be clarified looking at Figure 2 (a). In this figure $\Psi$ is the circular sector $BKH$, $\Omega$ is the circular sector $DKH$ and $\Phi$ is the polygon $BKDH$.

Now we can evaluate the expected progress $E \left\{ \Delta R_{B,P_{1},D_{2}} \right\}$ as given in eq. (10) where the integral in the right hand side can be easily calculated numerically.

### 3.3.2 Expected progress with network coding per unit of energy

Suppose that node $A$ performs linear coding of two packets $P_{1}$ and $P_{2}$ that it has received by $B_{1}$ and $B_{2}$ and that must be delivered to final destinations $D_{1}$ and $D_{2}$ respectively. Let us call $P_{1:2}$ the packet resulting from encoding the two packets.

Let us define $\gamma_{1}$ the expected progress of packet $P_{1}$ towards the destination $D_{1}$ that can be achieved through a transmission by $A$, and $\gamma_{2}$ the analogous for packet $P_{2}$.

The expected progress when applying network coding, per unit of energy, $\rho_{\epsilon}$ is defined as:

$$\rho_{\epsilon} = \frac{(\gamma_{1} + \gamma_{2}) \cdot 1}{(S_{HNC} + S_{D}) \cdot \epsilon_{w}} \quad (12)$$

In the following we derive how to calculate $\gamma_{1}$ while derivation of $\gamma_{2}$ is identical.

Observe that if node $A$ encodes packets $P_{1}$ and $P_{2}$ in a single packet $P_{1:2}$, then only nodes that have received both $P_{1:2}$ and $P_{2}$ can decode $P_{1}$. In other words, $P_{1}$ can be decoded only by nodes in the radio coverage of both $A$ and $B_{2}$. Accordingly, let $R_{A,B_{2},D_{1}}$ be the best relay for packet $P_{1}$ following $A$ towards the destination $D_{1}$ in the radio coverage of both $A$ and $B_{2}$. Moreover, analogously to the definition provided in Section 3.3.1, let $R_{B_{1},D_{2}}$ be the best next relay of packet $P_{1}$ following a transmission by $B_{1}$. In other words, $R_{B_{1},D_{2}}$ represents the node in the radio coverage of $B_{1}$ which is nearest to the destination $D_{1}$. Observe that $A$ is not aware of the positions of $R_{A,B_{2},D_{1}}$ and $R_{B_{1},D_{2}}$. Therefore, in node $A$’s perspective the distances between $D_{1}$ and $R_{B_{1},D_{2}}$, respectively, as well as $R_{B_{1},D_{2}}$ are random variables. We call such variables $\Delta R_{A,B_{2},D_{1},D_{2}}$ and $\Delta R_{B_{1},D_{2},D_{1}}$.

According to the above definitions, we can calculate $\gamma_{1}$ as

$$\gamma_{1} = E \left\{ \Delta R_{R_{B_{1},D_{2}},D_{1}} - \Delta R_{A,B_{2},D_{1},D_{2}} \right\} =$$

$$E \left\{ \Delta R_{R_{B_{1},D_{2}},D_{1}} \right\} - E \left\{ \Delta R_{A,B_{2},D_{1},D_{2}} \right\} \quad (13)$$

Note that the term $E \left\{ \Delta R_{R_{B_{1},D_{2}},D_{1}} \right\}$ can be calculated as explained in Section 3.3.1. For what concerns the term $E \left\{ \Delta R_{A,B_{2},D_{1},D_{2}} \right\}$, its derivation can be performed by estimating the area $a(d - x, d)$ used in eq. (10). This area can be estimated considering the intersection between the coverage area of node $A$, the coverage area of node $B_{2}$ and the direction of the destination $D_{1}$. To better clarify this aspect let us refer to Figure 2 (b).

More specifically, we should evaluate the area $a(d - x, d)$ of the circular triangle KHL. This area can be derived using the basics of geometry as the sum of the area of the circular sector ALH, the circular sector $B_{2}KH$ and the circular sector $D_{1}KL$ summed to the area of the triangle KHL.

Finally, $E \left\{ \Delta R_{A,B_{2},D_{1},D_{2}} \right\}$ can be estimated.

### 4. NUMERICAL RESULTS

In this section, we show the energy efficiency increase which can be obtained by combining the advantages of network coding with geographical routing. To this purpose we will compare the expected progress per unit of energy when network coding is used and when it is not, in the case that $\epsilon_{w} = 1$, $S_{H} = 20$ Byte, $S_{D} = 256$ Byte and $S_{RNC} = 40$ Byte. More in details we will consider three different cases.

The first scenario refers to the condition where two nodes $B_{1}$ and $B_{2}$, the one opposite to the other, have some packets to transmit to their destinations $D_{1}$ and $D_{2}$, respectively. A forwarder node $A$ is located in between nodes $B_{1}$ and $B_{2}$, as shown in Figure 3 (a). This is the scenario where applying network coding results useful. In fact, as can be seen from Figure 3 (b), the expected progress with network coding per unit of energy, $\rho_{\epsilon}$, vs. nodes’ density, results greater with respect to the case when no network coding is employed, $\rho_{1}$ and $\rho_{2}$. This is because the two traffic flows follow opposite directions and thus the area $a(d - x, d)$, defined in Section 3.3.2, results maximized. The advantage of networking coding results almost double for high values of nodes’ density because more possible better relays can be found.

The second scenario, shown in Figure 4(a), refers to the intermediate condition where applying network coding is useful but the maximization is reduced with respect to the previous case, as evident looking at Figure 4(b). This is because now the two nodes $B_{1}$ and $B_{2}$ are not located perfectly opposite with respect to $A$ and thus the area $a(d - x, d)$ is not maximized. This implies that the expected number of nodes which can be used to perform advantageously network coding is reduced with respect to Figure 3. Note that in this case, the values of $\rho_{1}$ and $\rho_{2}$ are different because the areas, related to $B_{1}$ and $B_{2}$, where the relay nodes should be found are different in size.

Finally, the third scenario is shown in Figure 5 (a). Here we observe that the nodes which should allow a progress of the encoded packet $P_{1:2}$ towards the destinations $D_{1}$ and $D_{2}$, respectively, would be located further away from node $A$’s location. This would imply that a decrease in the expected progress with network coding per unit of energy can be observed with respect to the case when no network coding is considered. This is evident looking at figure 5 (b).

### 5. CONCLUSIONS

In this paper we have introduced MACRO+: a geographical routing able to exploit network coding. According to MACRO+ nodes receiving a packet evaluate their goodness to forward the packet towards the destination and schedule a tentative to assume the responsibility for the forwarding after a time interval that depends on such goodness. More specifically, the better the node the earlier the tentative. In this paper we have described MACRO+ and evaluated its advantages in a set of scenarios through numerical examples.

We are currently working to address the following issues:

- The proposed scheme assumes that the location of the destination is known. However, methods are required to allow mobile terminals to learn the location of the destination of the information they generate. In this context the idea of homezone proposed in [9] could be applied.
- Mobile terminals will be placed in areas where network...
infrastructure is likely to be available. Such infrastructure could be used to solve problems in the geographical routing algorithm caused by the presence of so-called *network holes* in the ad hoc network. Appropriate algorithms are required to allow such exploitation.
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Figure 4: Second scenario (a), and expected progress per unit of energy (b).
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