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ABSTRACT 
A depth image-based rendering (DIBR) technique is one of the 

rendering processes of virtual views with a color image and the 

corresponding depth map. The most important issue of DIBR is 

that the virtual view has no information at newly exposed areas, 

so called disocclusion. The general solution is to smooth the 

depth map using a Gaussian smoothing filter before 3D warping. 

However, the filtered depth map causes geometric distortion and 

the depth quality is seriously degraded. Therefore, we propose a 

new depth map filtering algorithm to solve the disocclusion 

problem while maintaining the depth quality. In order to 

preserve the visual quality of the virtual view, we smooth the 

depth map with further reduced deformation. After extracting 

object boundaries depending on the position of the virtual view, 

we apply a discontinuity-adaptive smoothing filter according to 

the distance of the object boundary and the amount of depth 

discontinuities. Finally, we obtain the depth map with higher 

quality compared to other methods. Experimental results 

showed that the disocclusion is efficiently removed and the 

visual quality of the virtual view is maintained. 
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1. INTRODUCTION 
Television realized a human dream of watching a distant world 

in real time. Moreover, it has been a great portion of visual 

system since it was invented. However, the flat scene is still 

different from the real world. In the conventional broadcasting 

system, we can only watch two-dimensional scene and we 

cannot feel the reality. Many TV researchers tried to develop 

high-definition TV (HDTV) during the last decade but they 

could not be an alternative to the three-dimensional scene. 

We believe that the three-dimensional television (3DTV) is 

the next-generation broadcasting system in the history of TV. 

By aiding of advances in display devices, such as stereoscopic 

or multi-stereoscopic displays, 3DTV provides users with a 

feeling of ‘being there’, or presence, from the simulation of 

reality [1]. In this decade, we expect that the technology will be 

progressed enough to realize the 3DTV including content 

generation, coding, transmission, and display. 

In 2002, Advanced three-dimensional television system 

technologies (ATTEST) project began the research for 3DTV 

[2]. ATTEST introduced a novel 3D broadcasting system 

including four main stages: 3D contents generation, coding, 

transmission, and rendering/display. While the previous 

approach dealt with two stereoscopic video streams - one for the 

left view and one for the right view - on the broadcasting system, 

ATTEST adopted novel two streams, the monoscopic video 

stream and the corresponding depth map stream that is 

composed of per-pixel depth information. 

The virtual image can be synthesized by a depth image-

based rendering (DIBR) technique using the video and the depth 

map streams [3][4]. We can deal with the depth map as 3D 

information of the real scene in the DIBR technique. The virtual 

view can be generated by following procedure. First, whole 

pixels of the color image of the original viewpoint is back-

projected to the world coordinate using the camera geometry 

and the depth map. Then, the points in the world coordinate are 

reprojected on the image plane of the virtual viewpoint. This 

procedure is called "3D warping" in the computer graphics 

literature [5]. 

The DIBR technique has several advantages compared to 

the conventional broadcasting system. The coding of a depth 

sequence is more efficient than that of a color sequence due to 

the low spatial and temporal variance of the depth map. This 

advantage of 3DTV system enables us to reduce the bandwidth 

required for transmission. Another advantage is that DIBR can 

synthesize any virtual views as if they were captured from 

several points of view. 

Although the DIBR technique is suitable for 3DTV, it has 

some problems. The most significant problem of the DIBR 

technique is that when we synthesize the virtual view, we can 

see newly exposed areas, which are occluded in the original 

view but become visible in the virtual views. These areas are 

called disocclusion. The disocclusion is an annoying problem 

because the color image and the depth map cannot provide any 

information to naturally synthesize the virtual view. Therefore, 

the disocclusion should be filled out so that the virtual view 

seems more natural. 
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In order to remove the disocclusion, several solutions were 

introduced. Those methods are mainly categorized by two 

approaches: filling out the disocclusion by using near color 

information such as interpolation, extrapolation, mirroring of 

background color, and preprocessing using a Gaussian 

smoothing filtering [3]. Recently, an asymmetric smoothing 

filtering is proposed for preprocessing [6][7]. This method 

reduces not only the disocclusion areas but also the geometric 

distortion that is caused by a symmetric smoothing filter. 

While the disocclusion and the geometric distortion are 

mostly removed by the asymmetric depth map filtering, the 

synthesized view is deformed due to the distorted depth map. 

Recently, many solutions based on depth map filtering have 

been tried to solve the problem about the low depth quality. One 

of the solutions is the depth map filtering near the object 

boundary [8][9]. Although we can reduce the deformation of the 

depth map by restricting the filtered areas, the depth quality is 

still unsatisfactory. 

In this paper, we propose a new depth map filtering 

algorithm based on DIBR with further less degradation of a 

depth map. The main contribution of this paper is that we use 

the discontinuity-adaptive depth map filtering to reduce both 

disocclusion and geometric distortions. We apply an asymmetric 

smoothing filter to the depth map only nearby object boundaries. 

Especially, the filtered areas are predetermined by the depth 

discontinuity analysis. 

2. DEPTH IMAGE-BASED RENDERING 
(DIBR) TECHNIQUES 
The video and depth streams are used for synthesizing the 

virtual views in DIBR technique. The structure of DIBR 

technique is depicted in Figure 1. 

3D image 
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Hole-
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Color image

Depth map Depth map 

preprocessing

 

Figure 1. Depth image-based rendering technique 

2.1 Depth Map Preprocessing 
When we notice occlusion while synthesizing virtual views, we 

can easily resolve that problem: the points that are farther away 

from the camera position of the virtual viewpoint are substituted 

by the nearer points. However, when disocclusion is detected, 

the problem becomes more complex since there is no 

information about the disocclusion. 

One of the solutions to remove the disocclusion is the 

layered depth image (LDI) [10]. LDI stores more than one pair 

of associated color and depth values for each pixel, with the 

number of layers typically depending on the scene complexity 

as well as the required synthesis quality. Although LDI seems to 

be a proper substitute, it has a main disadvantage that it is too 

much complicated for 3DTV broadcasting system. 

Another solution is to preprocess the depth map using 

smoothing filter [3]. The main advantage of smoothing is that 

the sharpness of depth discontinuity is weakened and most 

disocclusion areas are filled with neighboring pixels. Depth map 

preprocessing using smoothing filter has been studied by many 

researchers since the structure is simple and the synthesized 

image of the virtual viewpoint has a good visual quality in 

comparison with other algorithms. 

Figure 2 shows various smoothing results for "Interview". 

As shown in Figure 2(b), applying simple smoothing filter fills 

out the disocclusion areas. However, the subjective quality of 

the virtual view is decreased in the case of the object including 

vertical edges since it causes a geometric distortion that the 

vertical edges of the synthesized image is bent. This problem 

gives the discomfort to viewers. From the Figure 2(b), we need 

to notice that the strength of filtering of a depth map in the 

horizontal direction should be less than that in the vertical 

direction. This is called asymmetric smoothing [6][7]. Figure 

2(c) shows the asymmetric smoothing result. 

The synthesized image after asymmetric smoothing of the 

depth map has a good subjective quality. However, there 

actually exist many errors since the depth map is seriously 

deformed. It is undesirable that we smooth out the whole depth 

map even if we can reduce the filtered areas through the 

prediction of the disocclusion areas. By aiming at this 

assumption, distance dependent filtering is proposed [8][9]. This 

approach assumes that the disocclusion area is detected nearby 

object boundaries and the depth map is filtered only near those 

regions. Therefore, the filtered region of the depth map is 

reduced. Figure 3 shows the depth map after filtering. As shown 

in Figure 3(d), the deformation of the depth map is less than the 

depth map in Figure 3(c)  and Figure 3(d). However, the 

geometric distortion still exists since this method exploits the 

symmetric filter as shown in Figure 2(d). Furthermore, since this 

method does not consider the strength of the depth discontinuity, 

the result of depth quality is still not sufficient. 

    
               (a) no preprocessing               (b) symmetric smoothing 

   
           (c) asymmetric smoothing     (d) distance dependent filtering 

Figure 2. Smoothing results for "Interview" 
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              (a) no preprocessing                  (b) symmetric smoothing 

   
         (c) asymmetric smoothing         (d) distance dependent filtering 

Figure 2. Smoothing results of depth map 

2.2 3D Image Warping 
We assume that the camera configuration is parallel for 

simplicity. There are two approaches of stereoscopic image 

generation using DIBR technique. One is generating a virtual 

left image so that the original view is regarded as the right view. 

Another method is generating both the virtual left view and the 

virtual right view by using original view. The first approach has 

the lowest quality of the left view since this view has the largest 

disocclusion areas compared to the second method. However, it 

gives us the highest quality for the right view. We adopt the first 

method since several experimental results proved that the 

binocular perception performance is determined by only one 

view which is higher quality than the other view [11][12]. 

Figure 4 shows the relationship of the pixel displacement 

and the real depth. The new coordinates (xl,y) of the virtual 

viewpoint from the original coordinates (xr,y) according to the 

depth value Z is determined by 

Z

fB
xx rl � 

                                (1) 

where f represents the focal length of the camera and B 

represents the distance between cameras. 

xrxl
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Figure 4. Relationship between disparity and depth 

2.3 Hole-filling 
After depth map preprocessing and 3D warping, most unknown 

regions of the virtual view are filled out. Due to the truncation 

error in the 3D warping process, the small-sized holes are 

remained. Therefore, we need to fill those holes. The common 

method in this step is linear interpolation using neighbor pixels. 

3. PROPOSED DEPTH MAP FILTERING 
ALGORITHM 
Figure 6 shows the block diagram of the proposed scheme. The 

basic framework is followed by the conventional algorithms but 

the remarkable difference is that the filtered regions are 

predicted by the depth discontinuity. Before filtering the depth 

map, we determine the filtered region by the depth edge 

detection and the depth discontinuity analysis. After 3D image 

warping and hole-filling, we obtain the virtual view. Each 

process will be described in detail. 
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Figure 6. Block diagram of the proposed scheme 

3.1 Depth Edge Detection 
Disocclusion areas are detected near object boundaries with 

sharp depth discontinuity. Moreover, these areas are altered 

according to the position of the virtual viewpoint. Figure 7 

shows the different disocclusion areas. For example, when the 

virtual camera is located at the left side of the original camera, 

we can see the disocclusion areas near the left boundaries of the 

object as shown in Figure7(a). 

(a) virtual viewpoint (left) (b) virtual viewpoint (right)

Figure 7. Different disocclusion areas 

By aiming at this assumption, we can reduce the filtered 

area. In the proposed method, the object boundaries are 

extracted from the depth map first. Then, the smoothing is 

performed nearby the boundaries. 

3.2 Depth Discontinuity Analysis 
The distance dependent smoothing assumes that the filter is only 

applied nearby the object boundaries so that the deformation of 

the depth map is reduced. However, the filtered region is 

determined without considering the strength of depth 
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discontinuity. For example, if there are various depth 

discontinuities in the depth map, it is undesirable to apply filter 

only considering the distance since the disocclusion areas are 

related with the strength of the depth discontinuity. Therefore, if 

we analyze the amount of depth discontinuity of object 

boundaries and then determine the filtered areas, we can 

minimize the deformation of the depth map. 

Suppose that the neighboring two pixels (xr1, yr1) and (xr2, 

yr2) of the original right view have the sharp depth discontinuity. 

Then, the length of the disocclusion D at the virtual left view 

can be calculated as follows: 

12 ll xxD � 
                                  (2) 

By using Eq. 1, Eq. 2 can also be defined by 
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Here, xr2 í xr1 is equal to 1. We notice that the length of the 

disocclusion of the virtual view can be predicted by the depth 

discontinuity from Eq. 3. In other words, we can apply 

smoothing filter with reduced deformation of the depth map by 

limiting the smoothed region. 

3.3 Depth Map Preprocessing 
In the proposed method, we utilize the asymmetric smoothing 

filter considering the depth discontinuity and the 4-neighbor 

distance from the point to the object boundary. According to the 

distance, the original depth map and the filtered depth map are 

blended. 

The filtered depth at (x,y) in a depth map I is defined by 

),()},(1{

),(),(),(

yxIyx

yxIyxyxI

Gaussian

originalfiltered

��

�� 

D

D
        (4) 

°̄

°
®


����

���
 ��

otherwise1

 ),( if
),(),(

yxDvyux
yxD

vyux
vyuxD  (5) 

where D(x,y) represents the depth discontinuity at (x,y) and the 

range of u and v are íD(x,y)�u�D(x,y) and í3D(x,y)�v�3D(x, 

y). Moreover, the window size is set to be three times larger 

than the variance of the filter. The reason why the window size 

in the vertical direction is three times larger than that in the 

horizontal direction is for the purpose of asymmetric 

smoothing. IGaussian represents the filtered depth map by 

asymmetric smoothing filter. The filter is defined by 

¦ ¦
� � 

��� 
),(3

),(3

),(

),(

, ),(),(),(
yxD

yxDv

yxD

yxDu
originalGaussian vuGvyuxIyxI

vu VV  (6) 

¸
¸

¹

·

¨
¨

©

§
�� 

2

2

2

2

,
22

exp
2

1
),(

yxyx

yx
yxG

yx VVVSVVV
          (7) 

Figure 8 shows the filtering results of the proposed scheme. 

As shown in Figure 8(a), we extract the edge of the depth map 

and analyze the strength of the depth discontinuity. Then, the 

filtered region is determined by the depth discontinuity and the 

4-neighbor distance from the point to the object boundary as 

shown in Figure 8(b). We can obtain the smoothed depth map as 

shown in Figure 8(c). Figure 8(d) shows the remaining holes 

after 3D warping. Since the disocclusion areas are efficiently 

removed, we can fill out the remaining holes by interpolation 

using neighbor pixels. 

 
(a) depth discontinuity (b) filtered region

 
(c) filtered depth map (d) remaining holes after filtering

Figure 8. Depth filtering using depth discontinuity 

(a) original color image (b) original depth map 

(c) asymmetric filter (d) distance dependent filter

 
(e) proposed method 

Figure 9. Difference image of depth maps 

4. EXPERIMENTAL RESULTS 
In order to evaluate the proposed scheme, we tested two pairs of 

sequences. One is "Interview" with 720×576 resolutions 

provided by Fraunhofer Heinrich-Hertz-Institut (HHI) in 

Germany. The other is "Sman" with 720×486 resolutions 

provided by Intelligent Design and Graphics Lab. at Gwangju 
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Institute of Science and Technology (GIST) in Korea. The 

"Interview" sequence is captured by the depth camera and 

"Sman" sequence is generated by computer graphics tool. The 

parameters for 3D view generation are set as follows: B = 48 

mm for the distance between cameras and f = 200 mm for the 

focal length of the camera. 

4.1 Depth Map Evaluation 
For subjective evaluation of the depth map, we depicted the 

difference images of depth maps as shown in Figure 9. The 

difference images are shifted by +128 for better discrimination. 

We noticed that the proposed scheme reduced the filtered region 

compared with other algorithms since the smoothing filter is 

applied by the strength of depth discontinuity. As shown in 

Figure 9(c), the filtered region is variable along the object 

boundary. This aspect will be clearly seen in Figure 10. 

Figure 10 shows the filtered regions of depth maps. The 

upper figures are results for "Interview" sequence and the lower 

figures are results for "Sman" sequence. The white areas in the 

figures are the deformed regions of depth map. As shown in 

Figure 10(c), the deformed region is apparently reduced in 

comparison with Figure 10(a) and Figure 10(b). 

   

   

(a) asymmetric filter (b) distance dependent filter (c) proposed method 

Figure 10. Filtered region of depth maps 

For objective evaluation of depth quality, we performed PSNR 

comparison as other previous algorithms did. Figure 11 shows 

the PSNR comparison results for "Interview". Although 

asymmetric smoothing increased the subjective quality of the 

synthesized image, the depth quality is the lowest since 

asymmetric smoothing is applied to the whole depth map. 
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Figure 11. PSNR results for depth maps 

On the other hand, the result of the proposed method 

outperformed the other algorithms. 

4.2 Virtual View Evaluation 
We compared the visual quality of the synthesized images of the 

virtual left view. For subjective evaluation, virtual view is 

illustrated in Figure 12. The black region in Figure 12(a) 

represents the disocclusion areas. From these results, the 

preprocessing efficiently removed the disocclusion areas. 

Especially, the proposed method naturally synthesized the 

virtual view. As shown in Figure 12(d), the proposed method 

gave a reasonable quality of the virtual view compared to other 

algorithms, even though the deformation of the depth map was 

reduced. 

 
(a) no preprocessing (b) asymmetric filter 

 
(c) distance dependent filter (d) proposed method

Figure 12. Virtual view images 

The synthesized images can also be evaluated by PSNR 

comparison [8]. The detailed comparison method is illustrated in 

Figure 13. First, by using the color image and the depth map, we 

synthesize the virtual view without depth map preprocessing. 

We regard this as an original image. Then, we synthesize the 

virtual view with depth map preprocessing and compare these 

two images in terms of PSNR. While calculating PSNR using 

these two images, we adopt only meaningful pixels except for 

those no information regions since the original image has a lot 

of disocclusion areas and holes. Therefore, we make a mask 

representing no information areas from the original image and 

calculate PSNR by using the original image and our result. 
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Figure 13. PSNR comparison method 

From the comparison method shown in Figure 13, we 

obtained PSNR results for "Interview" as depicted in Figure 14. 

The PSNR of the proposed method improved compared to other 

algorithms as shown in Figure 14. As a result, the proposed 

method using discontinuity-adaptive filter gave us a better 

performance of both the depth quality and the visual quality of 

the virtual view. 
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Figure 14. PSNR results for virtual views 

5. CONCLUSIONS 
In this paper, we have proposed a new depth map filtering 

algorithm for 3DTV. The proposed scheme focused on the 

minimization of the filtered region. Therefore, we filtered the 

depth map using a Gaussian smoothing filter with further 

reduced deformation. The edge detection was performed and the 

filtered region was determined by the amount of depth 

discontinuity and the distance between a point and the object 

boundary. From the experimental results, we noticed that the 

minimization of a filtered region improved both the depth 

quality and the virtual view quality. Finally, we could 

synthesize the natural virtual view and the results could be 

efficiently used for 3DTV system. 
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