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Abstract—The purpose of this paper is to show how key
concepts from control theory, game theory, and mean field theory
can be exploited to design joint control-allocation policies in
cognitive wireless networks. One of the key features of the
proposed approach is that transmitters (which are assumed to be
cognitive and autonomous decisionnally speaking) have a certain
knowledge of the channel evolution law and want to reach a
certain transmission rate target while minimizing the energy
consumed by the power supply and not the one corresponding
to radio-frequency signals (which is known to be important to
design green wireless networks). The optimal centralized policy
is derived in order to have an upper bound on the performance
of the decentralized system. Then, the Nash equilibrium of the
cognitive network is determined by using recent results from
mean field theory (MFT). In order to evaluate the performance
gap between decentralized and centralized policies we introduce
and evaluate the MFT-based asymptotic price of anarchy (APoA).

I. INTRODUCTION

In cognitive wireless networks, transmitters are envisioned
to choose freely their power control and power allocation
policies. In such a framework, a transmitter acts as a free (and
often selfish) decision-maker. Because transmitters interact
through multiuser interference and using common resources
(band, time-slots, space, etc), a relevant paradigm for ana-
lyzing such (distributed) problems is game theory (see e.g.,
[1]). While game theory is now well used in the wireless
community to analyze distributed power control problems,
key tools from control theory are rarely used. In the present
work we propose to exploit control theory for essentially two
reasons. First, it can allow one to take into account some
propagation effects such as the shadowing effect [13]. Second,
and more importantly regarding green wireless networks [14]
it allows one to associate with a given power control policy a
cost in terms of energy consumed by the power supply and not
the radio-frequency part of the transmitter as it is usually the
case. In control theory it is well-known that a smooth control
policy generally requires less energy than a policy having a
large peak-to-average ratio. The shift of paradigm towards
green and cognitive wireless networks is one of the strong
motivations for providing the theoretical analysis presented in
this paper.

More specifically, we analyze the scenario of parallel mul-
tiple access channels with block fading links. The parallel
multiple access channel consists of several transmitters having
several orthogonal channels at their disposal to communicate
with a common receiver. For example, the transmitters can
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be mobile stations and the receiver can be a set of base
stations using non-overlapping bands and connected together
by a radio network controller. As channels are assumed to be
time-varying, transmitters have to allocate their total transmit
power between the available channels and control their total
transmit power over time as the channel gains vary. As it will
be seen further, the assumption of cognitive transmitters is
important to consider them as free decision-makers and able
to acquire or learn some information about the communication
system. In terms of information assumptions, one key feature
of the work reported in this paper is that transmitters have
a certain knowledge of the channel dynamics. The latter is
exploited by the transmitters to optimize their joint control-
allocation policy.

The structure of this paper is as follows. First, in Sec.
IT the system model is described in details. In Sec. III-C,
the existence of an optimal centralized policy is shown by
using the Hamilton-Jacobi-Bellman-Fleming (HJBF) condition
for stochastic optimal control [12]. This leads to a Riccati
equation, which can be solved easily. The same approach is
adopted to tackle the problem of existence of decentralized or
distributed policies. However, the determination of the indi-
vidual and selfish control-allocation policies (namely a Nash
equilibrium) requires solving a complex system of equations.
Therefore, recent results from mean field limit [7], [3], [8],
[10] are exploited to approximate the dynamic random process
corresponding to multiuser interference in order to find an
explicit solution for the selfish policies used by the cognitive
transmitters. Sec. IV introduces and provides the asymptotic
price of anarchy (APoA) for the problem under investigation.
Summarizing comments and extensions are given in Sec. IV-C.

II. SYSTEM MODEL
A. Received signals

We consider networks which can be modeled by a parallel
multiple access channel, which consists of several orthogonal
multiple access channels. The sets of transmitters and channels
are respectively denoted by A/ and L. The cardinality of N is
n, and the cardinality of £ is L. The L—dimensional vector of
received signals is denoted by y = (y1,...,yr) and defined

by y(t) = Z H;(t)s;(t)+z(t), where ¢ is the time index (the
j=1
associated rate depends if fast fading or slow fading channels

are considered), Vj € N, H j (t) is the channel transfer matrix
from the transmitter j to the receiver, s;(¢) is the vector of



symbols transmitted by transmitter j at time ¢, and the vector
z(t) represents the noise observed at the receiver, which is as-
sumed to be centered, Gaussian, and distributed as E (zzT) =
diag (No 1, ..., No ). We will exclusively deal with the sce-
nario where Vj € N, matrix H ; 1s an m-dimensional diagonal
matrix, i.e., H;(t) = diag (h;1(¢), ..., hj 1(t)), whose entries
hje(t), Yl € L, are i.i.d. complex Gaussian random variables
with independent real and imaginary parts, each with zero-
mean and variance N ¢. This scenario models, for instance,
the case of intersymbol interference channels which have been
diagonalized in the frequency domain by using a pre-cyclic
prefix and the Fourier transform, or the case of the uplink
of a network with several access receivers operating over
non-overlapping flat-fading channels. We denote by h(t) =
(hi(t), ..., hn(t)) where h;(t) = (h;1(t),...,h;r(t)). The
vector of transmitted symbols s;(t), Vj € N is character-
ized in terms of power by the covariance matrix P;(t) =

E (s;(0)s](t)) = diag (pa(t), .
fact, p;o(t), V(j,¢) € N x L, represents the transmit power
allocated by the transmitter j over the AP /. Now, since
transmitters are power-limited, we have that

,pj,.(t)). As a matter of

L
VieN, Y pje(t) < pjmax(t). (1)
=1

We define a power allocation vector for transmitter ;7 € A/ as a
vector p;(t) = (p;,1(t), ..., p;(t)) with non-negative entries
satisfying (1). We denote by p(t) = (p1(¢),...,pn(t)). Atlast,
the band of channel ¢ € £ will be denoted by W, and the one
of the system by W = 25:1 W.

B. Channel dynamics

We use the change of variables g7,(t) = eXie(® The
variable Xj’fe(t) will be called the individual (channel) state of
transmitter j and the super vector X" (t) = (X7, ..., X]7) with
X7 = (X}q,...X]) will be called the state of the system or
network. As in [13] we assume that the state X7',(t) follows
the corresponding evolution or dynamics:

dX7,(t) = —aj (X7,(t) + b} p)dt + o7 ) dW; o (), t >0,
2
where a ,, b7, 0}, are reals, W; ,(t) are mutually indepen-
dent Wiener processes. This model is very well justified in
[13]. In particular, let us point out that the deterministic part
allows one to account for the path loss and shadowing effects
and the random part can also model rapid channel variations or
channel uncertainty (when channel gains are estimated). Now
we introduce some notations and definitions to simplify the
analysis of the problem.
Individual state evolution: Denote by

aiy 0 ... 0
; ) . 0 afy ... 0
A} = diag(aj,,l € L) = . : 3)
0 0 0 a,

Similarly, B} = diag(a} b} ,,¢ € £), I'} = diag(o},, { €
L). Then the individual state evolution is described by

AXP(t) = —[A7XP(t) + Brdt + TrdW; (1)
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System state evolution: The system state evolution is ob-
tained by combining all the individual state evolution. Denote
by A" = diag(A%,...,A?) be the nL x nL dimensional
matrix given by

Av 0 ... 0
0 A2 ... 0
. (4)

0o 0 0 A7
Similarly, we define the matrices B™ and I'". The system state
evolution is then given by

AX"(t) = —[A"X"(t) + Bt + T"AW(t).  (5)

Control signal of each transmitter: Usually, by control it is
meant finding the vector valued function P;(t) for transmitter
7, which represents the radio-frequency signal emitted by the
transmitter. Here, we introduce an auxiliary function u;?,é(t),
which a signal controlling the transmitter, and represents the
power amplifier supply. At each time ¢, transmitter j adjusts
its power allocation scheme at each link [ by using the control
signal u,(t). This control signal is linked to the transmit
power used for this link by the relation

dp} ,(t) = uj,(t)dt. (6)

We do not assume any restriction on the domain in which
U™ will be in. By defining a cost function associated to each
control, it is clear that any optimal control v which may
depend on the state, will be almost surely in a bounded set.
We restrict our attention to this simple class of strategies.
Note that, in general differential games, there are more general
classes of strategies (non-anticipative strategies with/out delay)
under which the analysis can be investigated. At last, we define
dPj*(t) = Uj'(t)dt where U} is the vector with component [
equal to uf,.

III. THE JOINT POWER CONTROL-ALLOCATION PROBLEM
IN THE FINITE CASE

A. Definition of the joint power control-allocation game

The joint power control-allocation game can be described
under a strategic form. The set of players is A/, which is
the set of transmitters. The strategy of a transmitter is the
control-allocation vector u?(t) = (u};(t),...,u} (t)). The
objective of a transmitter is to reach a transmission rate or
signal-to-interference-plus-noise ratio (SINR) target with the
minimum effort in terms of energy consumed by the power
supply. When the receiver implement single-user decoding, the
SINR of transmitter j on channel ¢ is given by

_ Pie)g} ()
No,e + 2 ienn 5y Pre ()97 (1)

The constraint for transmitter j is to insure a minimum
requirement for the quality of service in terms of rate:

Vi, Vi, ¥t,logy(1+ SINRY, (1)) > @l (8)

SINR?,(1) )

which is equivalent to

SINRY ,(t) > 25 — 1 =: 7. )



This inequality is equivalent to

X Opt (8) = Afe | Now+ Y X Opiy(t) | | >0
i#]

(10)

In  practice, this amounts to minimizing the

following quadratic term in the power vectors:

2
Yoeer Le j g(wp?,l(t) — Ve (Noyg + Zi;ﬁj exh(t)P?,e(t))]
The objective of transmitter j is to minimize the above
quantity with a minimum amount of energy which is translated
by cost matrix R; = diag (E[(u},(t))%], ..., E[(u ?L(t))Q])
diag(rfy,...,rj) . The payoff function for transmitter j is
therefore defined by:

_ L n n n
Ef Bt 2121 (Vj,zj_j,e(t) _ e Xi®
<U]”,RJU;’>} dt

B

where [ is a positive parameter allowing the transmitters to
evaluate the current and future payoffs differently, 1", ,(t) =

Noy+ Ei# eXZf(t)pﬁe(t), and U} = (uf4,. .., J"L)

B. Optimal centralized policies

The centralized power allocation problem is then given by
the following dynamic optimization problem

V™"(X,P)=sup E
UTI,

| X"(0)

such that the individual state dynamics (ID) of all the trans-
mitters are satisfied.
dX}fe(t) = (X”e + b;‘e)dt + 07, dW; e, t > 1o,
dpj,e( ) =uj,(t )dt
Vi eN, W eL

where U™ () (U(),...,U¢), B(X,PU)
(P, A1(X)P)+2(As(X), P)+ A3+ (U, RU) is the total sum
of payoffs of all the transmitters, obtained after expanding and
collecting the polynomial term in P. The initial vector X (0)
is an element belonging to the set of feasible values along the
optimal state trajectory at time 0. We assume that the vector
(X, P) is given.

The basic objective is to maximize the total payoff function
(the sum of all the transmitter payoffs). For large n, the exact
globally optimal solution requires centralized information and
this leads to high computational complexity. Using mean
field limit under suitable assumptions, one can compute the
optimal total payoff off-line; the resulting set of strategies is
asymptotically not far to the global optimum as n tends to
infinity. A general stochastic differential game approach can

be found in [4].
The centralized problem can be written as

Z? 1 Zz 1 (73 oI5
—(U"(t), RU"(¢))] dt
—[A"X"(t) + B"|dt + T"dW(¢)

dP™(t) = U"dt

(ID)

SUpyn IEf+°° —ht

L 0)
AX"(t) =
where R = diag(R;);.
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p;‘le(t))z

( / o —e PIB(X"(t), P"(t), U™ (t)) dt
0
= X,P"(0) = P)

Since time is not explicitly involved in the above equation,
the derived control « will be a function of X, P only. This
problem is in the framework of linear-quadratic (LQ) stochas-
tic optimal control. Hence one can obtain:

Proposition III-B1. A set of controls U, = n(X, P) consti-
tutes an optimal solution to the centralized problem if there
exists continuously differentiable function V'™ such that the
Hamilton-Jacobi-Bellman-Fleming (HIBF) equation given by

BV ( QZZ T 8X2 T an
inf[r(X, P,U) + (DXV" )+ (DPV" U)]
722 JZ 5‘X2 "+

(r(X,Pn) + <DxV ,f> (DpV™,n)) (12)

is satisfied.

This implies that if there exists a regular function V" such
that the Hamilton-Jacobi-Bellman-Fleming (HIBF) optimality
equation

6 (/N
220’]5 8X2 v +Za15 JZerJf)aXJ’[V +

<P,A1(X)P>+2<A2( ) >+A3+ <DPVn R~ D V>

is satisfied then the optimal control is

1 _
Ur = —§R*1DPV”. (13)

To determine the optimal value V™ we write it as a quadratic
function in P i.e there exists a symmetric matrix K (X), a
vectorial function S(X) and mapping ¢ such that

VX, P)=

(P, K(X)P) + 2(P, S(X)) +d(X)

By reincorporating these functions, we obtain the following
partial differential systems

BE =" fiuDx, K — KR™'K + Ay + > ZZ o7 K (14)

7.4

= = -~ 15 1
ﬁS:ij’(DXjJ{S—KR IS+A2+QZ

3. 7.2

B3 =(f,Dxq) = (S,R™'S) + As + 220—]

8X2

n,2 8
" oxz,

82
ZaXz

S (15)

q (16)

where fj, = —aj, (X7, + b7,). By choosing the term
X7,

et (t)pj (t), the ﬁrst equation is known as standard Riccati

equation. We conclude that U7 = —R™'[K (X")P"+S(X™)]
“ulo(t) = —M—* > Ky X™M)piy(t)— = Sje(X™).
Tt Tie =i Tje

Note that in the centralized scheme, each optimal control
depends on its power levels but also on the weighted sum of
the received power of the other users.



C. Decentralized selfish policies

In this subsection, we focus on the decentralized power
allocation problem. Each user solves its long-term payoff
under individual state evolution constraint. We assume that
each user knows the payoff functions ®3 = (P, 3)jen as
well as the state dynamics.

supy; P;,5(U)
S.t
~[A7XP(t) + Bpldt + I7dW, (t)
dPr(t) = Up(t)at

dXT(t) =

We define a feedback Nash equilibrium of the dynamic
game. If the transmitters information structure is reduced to
the initial profile X, P at time 0 and the trajectory generated,
the strategies becomes functions of X, P and the current time
t. A strategy U;(t) can be written as U;(¢, X, P). Denote by
U, be the set of such strategies. Under this class of strategies, a
feedback Nash equilibrium is a configuration in which none of
the transmitters improves its long-term payoff by unilaterally
changing its strategy. The following result gives the existence
of feedback Nash equilibria in the stochastic dynamic power
allocation game.

Proposition III-C1. The stochastic dynamic power allocation
has at least one feedback Nash equilibrium.

A proof of the Proposition III-C1 can be obtained directly
from [2], [5]. The result is obtained from the definition of Nash
equilibrium and from the fact that by fixing all transmitters
strategies, except the j—th one’s, at their equilibrium choices
(which are known to be feedback), we arrive at a fixed point
of stochastic optimal control problem whose optimal solution
is a feedback strategy.

2) Determination of Nash equilibria: A Nash equilibrium 7
is characterized as following: if there exists regular functions
{V]'}; such that the systems of HIBF equations: for all j € N,

BV (X, P) = ZZ 573;@ vy
+1nf[ 7 (X, P, Yy + <DxV”,f> (DpV;", U)]
“ 3 S ¢
[ (X, Pom) + (Dij",f> (DpV}*,m)]
where 1Y = (n1,...,1m;-1,Uj,mj41,- ., 1n). We use the

HIJBF equations in order to derive the Riccati equations. Thus,
one gets a system of 3nL differential equations to solve to get
the best response correspondence.

IV. LARGE-SYSTEM ANALYSIS
A. Determination of the Nash equilibria

We now examine the non-cooperative decentralized mean
field power allocation problem. When using HIBF optimality
conditions, one gets a system of 3nL partial differential
equations to solve. Moreover, fixed point equations and closed-
loop parameters are in these equilibrium equations. In order
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to reduce the number of unknown parameters of these equa-
tions and to derive closed form expressions, we use mean
field asymptotic approach [15]. We assume that the channel
states evolutions described by (ID) satisfy asymptotically:
aj, — a, b}, — be, 07, — 04,17, —>g For each link ¢,
define the random measure M = }L N =1 f, with marginal
MP(t) = L300 0y where 27(t) = X0 (1),
The long- term performance metric of the transmitter j is
a function of the random measure (Mj'(t)), and 2}'(t) i.e
¢(z}(t), M™(t)) where ¢ is continuous differentiable function
(a quadratic function). The weak convergence of the occu-
pancy measure to some deterministic measure m*(¢) which
evolves in time, combined with the weak convergence of the
pair of processes (27 (t), M"(t)) determines the mean field
convergence of the performance metric of user j.

We now use Kotelenez & Kurtz’s result and the results in [7]

on mean field convergence. Under independent Wiener process
of individual state dynamics and the assumption that the states
and the powers remain almost surely bounded (otherwise it is
not optimal), one can use the theorem 3.1 and theorem 4.1
in Kotelenez & Kurtz (2008) which states that if the initial
occupancy measure M"™(0) is weakly convergent and the pro-
cess (27,(0));,¢ are exchangeable, the mean field convergence
holds. Using the asymptotic exchangeable assumptions of the
Wiener processes W, o we conclude that the individual state
evolution generated a random process 27 ',(t) which has the
mean field convergence of M"(t).
Proposition IV-A1. If the process (2} (t)); is asymptotically
exchangeable, then M™(t) converge in distribution to a deter-
ministic measure m*(t) (hence the convergence in probability
holds because the limit is deterministic).

Moreover, the pair of processes (27 (t), M™(t)) converges
in law. Note that a similar result have been shown in [10] in
the discrete state space under Markovian policies. Using this
result, one has that the asymptotic of the term ¢(27 (t), M"(t))
is well-defined.

Note that the asymptotic exchangeability is a more general
assumption in the sense that it does not require symmetry
assumption as it is widely used the literature.

Using the above result, we have the mean field convergence

of the process

a
Ve NO,K + m Z Zi,f(t)
i#£]
to m}(t), where o term. For given mean field limit trajectory
{m* {t)}t, the individual dynamic optimization problem reads

—+oo
V) s B ([ G050, 00,m () d

| X;(0) = X;, P;(0) = Pj,m"(0) =m")
such that
{ de,g(t) = —(ang,g(t) + bg)dt + O’gdWLg, t>0,0eLl

dpjj = Uj7gdt, lel

where 75 = = Y,z (|27.0(t) = mi(OFF +reud (1)), with
E(23,(0)) < 00, z(t) = X5¢®p; 4 (8).



As in [9], for the single link case, the optimal control is
determined by

b _
Unj(t) = == (Kz() + 5(1))

where K positive and S bounded and continuous solution of

the system

(B-20)K = -2 K2 +1
(B-a)S =25 —m*(t) - LKS

Note that the optimal power allocation of user j at time ¢
depends only its individual state X;(¢), and the function S
which depends on the mean field limit m*(¢).

B. The asymptotic price of anarchy

It is natural to ask the gap between the global optimum
payoff and the worse payoff obtained at the decentralized
dynamic power allocation solutions. This gap is known as
price of anarchy or inefficiency of anarchy [11]. In the context
of mean field games, the sum of individual payoffs at the
worse equilibrium can be infinite. Hence, we need to define
the expected payoff of the infinite population or to consider
the limiting of the price of anarchy with n users in which the
global social welfare is normalized.

We define the mean field price of anarchy (APoA) as
follows:

' 1 n » } .
i=

which measures the gap between the limit of global optimum
payoff per individual lim,, %Z?:l 77(GO) (the liminf is
taken when the limit does not exists) and the payoff at the
mean field equilibrium. The reason to consider the global
optimum payoff per individual instead of the global optimum
payoff is that the term Z?Zl 77(GO) can be infinite when n

grows to infinity.

Proposition IV-B1. The mean field price of anarchy is in
order of O(a% maxyer 0g) where 6, is the Lipschitz constant

of ¢e.

The proof of this result follows from the mean field conver-
gence and the fact that the integrand is Lipschitz continuous
with Lipschitz constant less than oL maxy .

C. Remark

Gaussian distribution are widely used as channel state law.
One of the reasons of that choice is that the Gaussian is the
worse case for the error estimation, namely the quadratic gap
between s(t) and y(t). Once we move from this objective by
choosing for example 77 (X" (t), P"(t), U"(t)), the Gaussian
distribution will not be a minimizer. To model this case, we
introduce Nature as a player who choose the distribution of the
individual state (ID) at each time with a fixed expectation and
fixed variance. It is now clear that Nature need not to follow
a Gaussian distribution. A (mixed) strategy of Nature is to
choose a distribution among all the possible distributions with

Digital Object Identifier: 10.4108/ICST.CROWNCOM2010.9219
http://dx.doi.org/10.4108/ICST.CROWNCOM2010.9219

fixed first two moments. In order to compute at the worse
case for the users, we say that Nature minimizes the users
payoff among all the distributions with zero expectation and
variance equal to I'. In this power allocation problem, this
change does not affect the optimal strategy of the users because
the other moments of the random variable does not affect
the Hamilton-Jacobi-Bellman-Fleming equations. In particular,
our result holds for time-varying non-Gaussian state evolution.

V. CONCLUDING REMARKS

In this paper we have proposed a novel approach to the
problem of joint power control-allocation in green cognitive
networks. The proposed approach allows the network designer
to design policies which are energy-efficient from the power
supply point of view and not from the radio-frequency part
point of view. We have shown how to use tools from control
theory to find such policies. Additionally we have shown
how to exploit mean field theory to approximate the SINR
and facilitate the search of selfish optimal policies. The gap
between the latter and the centralized policies is assessed by
introducing and evaluating the asymptotic price of anarchy.
An interesting question that we leave for future works is
the computation of Nash equilibria in more general class of
strategies and an efficient learning scheme for the mean field
limit.
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