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Multiple Description Source Coding for Cognitive
Radio Systems

Husheng Li

Abstract—Multiple description coding (MDC) is applied for
delay-sensitive data traffic to alleviate interruptions caused by
primary users in cognitive radio systems. For Gaussian source,
a simplified algorithm for the exhaustive search of optimal
distortions and rates is proposed based on the achievable region
of coding rates and delay requirement. For practical realtime
image coding, source splitting is applied to generate multiple
descriptions. When there is a single channel, two successive
descriptions are composed of large and small coefficients in
discrete cosine transform (DCT) domain, respectively. When
there are two channels, even and odd coefficients in DCT domain
are used to construct two parallel descriptions. Numerical results
show that MDC can effectively combat the interruptions caused
by primary users in cognitive radio systems.

I. INTRODUCTION

In recent years, a novel technology named cognitive radio
has attracted intensive studies in the field of wireless communi-
cations and networking [11] [20]. The fundamental purpose of
cognitive radio is to alleviate the underutilization of frequency
spectrum by allowing users without license (called secondary
users) to access licensed frequency spectrum when users with
license (called primary users) are not present.

The new mechanism of opportunistic spectrum access brings
a paradigm shift and many challenges for the design of wire-
less communication systems. Many studies have been carried
out for spectrum sensing [5], i.e. looking for opportunities
in frequency spectrum, and resource allocation, i.e. how to
allocate available frequency spectrum to different secondary
users. For the data transmission in physical layer, rateless
coding has been applied to convey multimedia over cognitive
radio links [9].

However, little work has been done for source coding in
cognitive radio systems. A new feature in cognitive radio
is that the data transmission of secondary users may be
interrupted by primary users, thus incurring unreliability and
delay. If the data traffic is elastic, such interruptions have little
impact the source coding and thus traditional source coding
techniques can still be applied. However, if the data traffic is
delay-sensitive, source coding should be designed according
to the pattern of interruptions, which brings a new challenge
for cognitive radio systems.

In this paper, we consider delay-sensitive sources like real-
time image transmission and apply the technique of multiple
description coding (MDC) to combat the interruptions from
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Fig. 1: Illustration of MDC.

primary users. The basic idea of MDC is to use multiple
different descriptions (source codewords) for the same source.
The distortion of source reconstruction can be reduced as more
descriptions are received. A two-description case is illustrated
in Fig. 1, in which two descriptions with coding rates R1

and R2 are used; if only one description is received, the
corresponding distortion will be D1 and D2, respectively; if
both descriptions are received, the distortion by combining
the two descriptions will be D0 ≤ min(D1, D2). MDC has
been well studied in the community of information theory
and bounds for the coding rates have been obtained for given
distortion requirements [2] [3] [4] [16] [19]. MDC is also
widely applied in practical source coding, e.g. speech coding
[6], image coding [15] and video streaming [1] [10] [17] [21].

We will address the following challenges of applying MDC
in cognitive radio systems:

• Rate-distortion optimization: there is a tradeoff between
the rates and distortions, i.e. the smaller rates are (equiv-
alently the larger probability that the descriptions can be
received successfully), the larger the distortions are. We
will define an utility function and turn the selection of
rate and distortion into an optimization problem.

• Application in practical source coding: we will apply
MDC in the source coding of realtime image.

The remainder of this paper is organized as follows. The
system model is introduced in Section II. MDC with Gaussian
source is discussed in Section III, where we consider both
single-channel and multi-channel cases. In Section IV, MDC is
applied in image coding over cognitive radio links. Numerical
results and conclusions are provided in Sections V and VI.

II. SYSTEM MODEL

We consider the source coder of a secondary user illus-
trated in Fig. 2, where the source coder receives the channel
properties passed from physical layer and the requirement
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Fig. 2: System diagram of source coder.

from the source. Then, multiple different descriptions (source
codewords) are generated and then transmitted.

The following assumptions are used throughout the paper
for simplicity of analysis. They can be relaxed and the analysis
can be extended to more general cases.

• Frequency channel properties are perfectly known. Each
channel bandwidth is fixed when there is no active
primary user.

• We consider perfect channel coding such that no channel
decoding error occurs.

• Only interruptions from primary users are considered.
Other negative factors like deep fading or strong inter-
ference are ignored.

• For Gaussian source, the occupancy of primary users
over each frequency channel is modeled as a Markov
chain, which has been assumed in many studies [20].
The state transition probability from busy (occupied by
primary users) to idle (not occupied by primary users) is
denoted by PBI and the probability from idle to busy is
denoted by PIB . For practical image source coding, we
use the more practical semi-Markov chain to model the
occupancy of primary users, i.e. the transition between
the two states are not necessarily instantaneous and a
distribution of transition period is used to explicitly model
the duration of idle or busy states (in a Markov chain, the
duration is geometrically distributed).

• There is a deadline for all codewords, denoted by Td.
Only descriptions fully received before the deadline can
be used for the reconstruction of source.

III. MDC FOR GAUSSIAN SOURCE

In this section, we consider the MDC for Gaussian source,
which is denoted by X1,X2, ...,Xn, ...,XN (N is the number
of source symbols in each source block). The source random
variables are independent and identically distributed (i.i.d.)
with expectation 0 and variance 1. We first introduce known
results about MDC for Gaussian source and then apply them
to both single-channel and multi-channel cases. For simplicity,
we consider only two descriptions.

A. Known Results About MDC for Gaussian Source

For Gaussian source, it has been shown that, when D1 +
D2 −D0 ≤ 11, the achievable region of coding rates is given
by [3]

R1 ≥
1

2
log

1

D1
, (1)

and

R2 ≥
1

2
log

1

D2
, (2)

and

R1 + R1 ≥
1

2
log

1

D0
+

1

2
log Z, (3)

where

Z =
(1 − D0)

2

(1 − D0)2 −

(
(1 − D1)1/2(1 − D2)1/2

− (D1 − D0)1/2(D2 − D0)1/2
)
2

.

The shape of achievable region is illustrated in Fig. 3 (a).

B. MDC in A Single Channel

When there is only one channel, we assume that the two
descriptions are sent in the order of description 1 first and then
description 2. Therefore, only the following three situations
can happen:

• Event 0: both descriptions are received and distortion D0

is achieved.
• Event 1: only description 1 is received and distortion D1

is achieved.
• Event 2: none of the descriptions is received.

We denote by P0 and P1 the probabilities of the first two
events. Obviously, the MDC in single channel case is actually
a progressive coding [12]. We consider the following expected
utility

J = P1U1(D1) + P0U0(D0), (4)

where U1 and U0 are the utility functions of the first two
events.

It is prohibitively difficult to obtain an explicit expression
for the rates and distortions optimizing the expected utility in
(4) since P1 and P0 are dependent on R1 and R0. In this paper,
we consider the asymptotic case of N and Td, i.e. N,Td → ∞

and Td

N
= α > 1, for simplicity of analysis. In the asymptotic

case, we have

P0 =

{
1, if R1 + R2 ≤ αPI

0, if R1 + R2 > αPI
, (5)

where PI is the stationary probability that the channel is idle,
which can be determined by the following equation(

PI

1 − PI

)
=

(
1 − PIB PBI

PIB 1 − PBI

)(
PI

1 − PI

)
, (6)

and

P1 =

{
1, if R1 ≤ αPI and R1 + R2 > αPI

0, otherwise
. (7)

1When D1 + D2 − D0 > 1, the distortion is high and the achievable
region is trivial. Therefore, we consider only the low distortion case, i.e.
D1 + D2 − D0 ≤ 1.
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Fig. 3: Illustration of achievable region and regions with
different utilities.

For fixed D0, D1 and D2, it is easy to verify that the utility
is different in different regions illustrated in Fig. 3 (b), i.e. the
utility equals U0(D0), U1(D1) and 0 in regions 0, 1 and 2,
respectively. By comparing (a) and (b) in Fig. 3, it is easy to
verify that the optimal expected utility is achieved by one of
the corner points (e.g. the left corner point is optimal in Fig.
3 (d)). Then, we can use the procedure shown in Procedure 1
to search for the optimal distortions and rates exhaustively.

Procedure 1 Procedure of Exhaustively Searching for Optimal
Rates and Distortions

1: for all feasible distortion triples (D1, D2, D0) do
2: Compute the two corner points using (1), (2) and (3).
3: Compute the corresponding utilities using (4).
4: Choose the rates corresponding to the larger utility.
5: end for
6: Choose the distortions and rates corresponding to the largest

utility.

C. MDC in Multiple Channels

For multi-channel case, we consider two channels for sim-
plicity. We denote by P1I and P2I the probabilities that chan-
nels 1 and 2 are idle, respectively (the two channels may not
have the same parameters). Different from the single-channel
case, we transmit the two descriptions over the two channels
parallelly. Therefore, four possible events could happen:

• Event 0: both descriptions are received and distortion D0

is achieved.
• Event 1: only description 1 is received and distortion D1

is achieved.
• Event 2: only description 2 is received and distortion D2

is achieved.

• Event 3: none of the descriptions is received.

The probabilities corresponding to the first three events are
denoted by P0, P1 and P2. Similarly to the single-channel
case, we consider the following expected utility

J = P1U1(D1) + P1U2(D2) + P0U0(D0), (8)

where U0, U1 and U2 are the utilities when events 0, 1 and 2
happen, respectively.

It is easy to verify that, in the asymptotic case (the same
definition as that in single-channel case), the probabilities P0,
P1 and P2 are given by

P0 =

{
1, if R1 ≤ αP1I and R2 ≤ αP2I

0, otherwise
, (9)

and

P1 =

{
1, if R1 ≤ αP1I and R2 > αP2I

0, otherwise
, (10)

and

P2 =

{
1, if R1 > αP1I and R2 ≤ αP2I

0, otherwise
. (11)

The regions having different utilities are illustrated in Fig. 3
(d). Again, the optimal rates are obtained at one of the corner
points of the achievable region. Therefore, we can use the
same procedure as in Procedure 1 to search for the optimal
distortions and rates.

IV. MDC FOR IMAGES

For practical source coding of an N1 × N2 image, we use
source splitting, which is a heuristic approach for MDC [6],
to generate multiple descriptions. For compressing the image,
we use two-dimensional discrete cosine transform (DCT) to
convert the original signal to the DCT domain, i.e.

Yk1,k2
=

N1−1∑
n1=0

N2−1∑
n2=0

Xn1,n2
cos

[
π

N1

(
n1 +

π

2

)
k1

]

× cos

[
π

N2

(
n2 +

π

2

)
k2

]
, (12)

where Yk1,k2
is the signal in DCT domain and Xn1,n2

is the
original image signal. Based on the DCT coefficients, we use
different MDC approaches for single-channel case and two-
channel case, respectively, which are illustrated in Fig. 4 (a)
and (b). For simplicity, we consider only two descriptions.

A. Single-Channel Case

When there is only one single channel, we generate two
successive descriptions. First, we sort the coefficients in the
descending order of absolute values. Then, we encode the
first L1 coefficients into the first description and encode the
following L2 coefficients into the second description.

At the decoder, if only description 1 is successfully received,
we use the L1 DCT coefficients to reconstruct the image via
inverse DCT by assuming that all other coefficients are zero.
If both descriptions are received, we combine the L1 + L2

DCT coefficients for image reconstruction.
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Fig. 4: Encoder for images: (a) single channel; (b) two
channels.

B. Two-Channel Case

When there are two channels, we generate two parallel
descriptions. For simplicity, we assume that the two channels
have the same parameters. Then, we consider the L largest
coefficients and encode the even and odd coefficients into
descriptions 1 and 2 using Bh bits for each coefficient.
For introducing redundancy, we also add the even and odd
coefficients into descriptions 2 and 1 using Bl bits (Bl < Bh)
for each coefficient.

At the decoder, if only one of the descriptions is received
before the deadline, we use the L DCT coefficients (having
different resolutions for even and odd ones) to reconstruct
the original image via inverse DCT. If both descriptions are
received before the deadline, the L DCT coefficients having
high resolution are used for the inverse DCT.

V. NUMERICAL RESULTS

In this section, we use numerical simulations to demonstrate
the proposed algorithms of MDC for both Gaussian sources
and image sources, respectively.

A. MDC for Gaussian Source

For Gaussian source, we use the model of Markov chain for
primary user activity. The following utility function is used:

U1(D) = U0(D) = log
1

D
. (13)

We compute the optimal distortions and rates for different α
(recall that α = Td

N
, which represents the tolerance of delay)

using the algorithm in Procedure 1. The optimal coding rates
for the two successive descriptions transmitted over a single
channel (with PI = 0.9) is shown in Fig. 5. We observe that
the coding rate R1 for the first description increases with α
while the coding rate R2 is not monotonic with α. The optimal
coding rates for the two parallel descriptions transmitted over
two asymmetric channels (we assume P1I = 0.9 and P2I =
0.5) are plotted in Fig. 6. We observe that, when α is small,
R1 > R2 (high coding rate for the better channel); however,
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Fig. 5: Optimal coding rates for the single-channel case.
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Fig. 6: Optimal coding rates for the two-channel case.

when α is sufficiently large, R1 = R2, i.e. we should use the
same coding rates for both channels.

B. MDC for Images

We use a semi-Markov chain to model the occupancy of
primary users when studying the image source coding. For
simplicity, we assume that the transition from idle to busy is
instantaneous while it takes 1500 channel symbol periods to
transit from busy to idle. We assume that PIB = 0.001 and
PBI = 0.1. The deadline Td is set to 100k channel symbol
periods. We assume that 16QAM is used as channel symbol (4
bits per symbol) such that the time (measured in the number
of channel symbol periods) needed to transmit one description
is given by LB

4 , where L is number of source symbols and
B is average number of bits used for each source symbol.
If a 10Mbps transmission rate is guaranteed, the deadline is
equivalent to 40ms. A 512× 512 image ‘Barbara’ is used for
testing.

1) Single-Channel Case: For a single channel, we set
L1 = 2000 and L2 = 3000, using 16 bits for each source
symbol. Since we need 18 bits to indicate the index of each
DCT coefficients, B is equal to 34. Simulation shows that, with
probability 0.285, both descriptions can be received before
the deadline, while only description 1 can be received with
probability 0.715 (the probability that none of the descriptions
is received is negligible). The reconstructed images using
description 1 or both descriptions are shown in Fig. 7. We
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Fig. 7: Recovered images in a single cognitive radio channel.

(a) image when both
descriptions are received;

probability: 57.7%

(b) image when only one
description is received;

probability: 36.4%

Fig. 8: Recovered images with two cognitive radio channels.

observe that the image obtained from both descriptions is
much better than that reconstructed from a single description.
However, the reconstructed image is tolerable when only one
description is received.

2) Two-Channel Case: When two channels exist, we set
L = 6000, i.e. using 6000 DCT coefficients for MDC. We use
24 bits to encode the even and odd coefficients for descriptions
1 and 2, respectively, while using 9 bits to encode the odd
and even coefficients for descriptions 1 and 2, respectively
(i.e. Bh = 24 and Bl = 9). Therefore, the average bits per
source symbol, B, is given by 18 + (24 + 9)/2 = 34.5. The
reconstructed images are shown in Fig. 8. We observe that the
image quality is slightly improved when both descriptions are
received. We conjecture that, if a better combination is used
(we simply combined the coefficients described using high
resolution (24 bits) and discarded the descriptions with low
resolution (9 bits)), the performance gain will be better.

VI. CONCLUSIONS

We have applied MDC for source coding in cognitive radio
systems to combat the interruptions from primary users when
the data traffic is delay-sensitive and distortion tolerable. We
have discussed the optimal selection of distortions and rates
maximizing the expected utility for Gaussian source. For
practical realtime image source coding, a simple technique
of source splitting is applied for both single-channel and two-
channel cases. Numerical results have demonstrated that the
proposed MDC schemes work effectively under the interrup-

tions in cognitive radio systems. We are expecting to extend
the work to more source coding scenarios, e.g. video streaming
in cognitive radio networks.
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