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ABSTRACT
In this paper, we propose an algorithm to estimate delay times in
a Petri net model of signaling pathways based on biological ex-
perimental data. Firstly, we demonstrate a modeling method of
signaling pathways with discrete Petri net using ErbB4 signaling
pathway. Then, we propose a delay time estimation algorithm for
Petri net models with experimental data. The estimated delay times
are assigned to the transitions of the Petri net model of the ErbB4
signaling pathway that is simulated on Cell Illustrator 3.0. The sim-
ulation results are evaluated by comparing with the experimental
data.

Keywords
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1. INTRODUCTION
Signaling pathways regulate elaborate cell communication mech-

anisms by controlling various alteration procedures of cell behav-
ior, such as cell growth, survival, proliferation, and apoptosis. Un-
der such cellular communication mechanism, cell activities could
be preciously governed and maintained in a good condition along
with other biochemical interactions and processes.
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Recently, Li et al. [1] proposed a qualitative modeling method
by paying attention to the molecular interactions and mechanisms
using discrete Petri nets. Further, they proposed a timed Petri net
based method of determining the delay times of transitions, i.e., the
time taken in firing each transition. Their basic consideration is that
the number of tokens flowed into a place is equivalent to the number
of tokens flowed out. They also performed computational simula-
tions of apoptosis as a running example along with obtained delay
times [2]. However, the estimation of a delay time in their proposal
did not consider biological experimental data. Therefore, in order
to carry out more precise simulation that could reproduce the facts
described in biological experiments and/or scientific literature, we
propose a new method to construct Petri net model of a signaling
pathway that estimates a delay time based on given experimental
data.

In this paper, we first model signaling pathways with discrete
Petri net using the modeling method proposed by Li et al. [1].
Then, we propose a delay time estimation algorithm for a Petri net
model with provided concentration behaviors of proteins depicted
by Hatakeyama et al. [3] that are regarded as biological experimen-
tal data. Finally, the availability of proposed algorithm is confirmed
through computational experiments on ErbB4 receptor signaling
pathways with a simulation tool Cell Illustrator 3.0..

2. DEFINITIONS OF PETRI NETS
Petri nets are powerful tools in modeling and simulating vari-

ous concurrent systems [4], especially biological pathways because
Petri nets have the following superior characteristics [5]:

(1) “firm mathematical foundation" enabling formal and clear
description of biological pathways as well as their structural
analysis, and

(2) “visual representation of networks" which provides intuitive
understanding of biological pathways without any mathemat-
ical descriptions that are basically difficult for ordinary biol-



ogists.
In this section, we only give the necessary definitions used in this

paper.

2.1 Petri Nets
A Petri net N is defined by a 5-tuple N=(T, P, E,α, β) that cor-

responds to a bipartite graph, where T is a set of transitions repre-
sented by bars or boxes, P is a set of places represented by circles
in a graph, E is a set of directed arcs between places and transitions
(Figure 1). Parameter α denotes the weight of an arc from place to
transition, and parameter β denotes the weight of an arc connected
from transition to place.

place transition arc

Figure 1: Basic elements of Petri net.

A place can hold a positive integer that represents the number of
tokens. An assignment of tokens in places expressed in form of a
vector is called marking M, which varies during execution of a Petri
net. A transition without input places is called source transition that
is always firable, and a transition without output places is called a
sink transition.
[Firing rule of Petri net N] A transition t is firable if each of in-
put place pI of N has at least αe tokens, where αe denotes the weight
of an arc e=(pI , t). Firing of a transition t removes αe (e=(pI , t)) to-
kens from each input place pI of t and deposit βe (e=(t, pO)) tokens
to each output place pO of t.

Figure 2 illustrates the movement of tokens by the firing of the
transition. For the more details of Petri net, the readers are sug-
gested to refer to Ref. [4].

2.2 Timed Petri Nets
With the extension of assigning delay time to each transition,

Petri net becomes a powerful tool to observe the dynamic behav-
ior of a system. Such extended Petri net is called timed Petri net
N=(T , P, E, α, β). The firing rule of timed Petri net is defined as
follows:
[Firing rule of timed Petri nets N] (1) When the firing of a tran-
sition ti is decided, tokens required for the firing are reserved. (2)

Before firing After firing

22

Figure 2: Examples of firing rules of Petri net.

After the delay time di of transition ti, ti fires to remove the re-
served tokens from the input place of ti and put tokens into the
output places of ti.

In a timed Petri net, the number of firing per unit time is called
firing frequency of a transition ti. Accordingly, the firing frequency
of a transition having the delay time di can be expressed by fi.

3. MODELING OF SIGNALING PATHWAYS
In this section, we give a modeling method with a set of model-

ing rules for signaling pathways based on Petri net representation.
We use an example of ErbB4 signaling pathways to demonstrate
our modeling method. Petri net based modeling of signaling path-
ways gives us intuitive understanding of the intrinsic structure and
features of signaling pathways, and further enables computational
experiments on the constructed Petri net model as being demon-
strated in the following sections.

3.1 Modeling Rules
The structural characteristics of signaling pathways can be natu-

rally and explicitly expressed by Petri net according to the follow-
ing simple rules.

(1) Places denote static elements including chemical compounds,
conditions, states, substances and cellular organelles partici-
pating in the biological pathways. Tokens indicate the pres-
ence of these elements. The number of tokens is given to
represent the amount of chemical substances.

(2) Transitions denote active elements including chemical reac-
tions, events, actions, conversions and catalyzed reactions.

(3) Directed arcs connecting the places and the transitions repre-
sent the relations between corresponding static elements and
active elements. Arc weights α and β describe the quanti-
ties of substances required before and after reaction, respec-
tively. In case of modeling a chemical reaction, arc weights
represent quantities given by stoichiometric equations of the
reaction itself. Note that, weight of an arc is omitted if the
weight is 1.

Signaling pathways are information cascades of enzyme reac-
tions from transmembrane receptors to the nucleus DNA, which
ultimately regulate intracellular responses such as programmed cel-
lular proliferation, gene expression, differentiation, secretion and
apoptosis. For signaling pathways, besides the catalytic reactions,
the information among the molecular interactions such as complex
formation, gathering action, translocation and channel switching,
need to be modeled according to different types of interactions as
long as the biological facts that have been known.

Figure 3 shows various molecular interactions of signaling path-
ways and their correspondence to the Petri net models [1]. We
give explanations about the molecular interactions appeared in the
ErbB4 signaling pathway that is used in the next subsection to
demonstrate our method. The pattern XIII in Figure 3 is newly
added in this paper, which is necessary for the modeling of ErbB4
signaling pathway.
I. Association reaction is a binding reaction to induce the formation
of homo- or heterodimers and to generate a complex compound.
This block shows the ligand-receptor binding interaction. Obvi-
ously, we also can expand the concept of association to the forma-
tion of model represented in block I (b), generally representing the
simultaneous association of substrates S 1, · · · , S n(n≥1) forming a
complex C in a biological system.
II. Phosphorylation is a reaction to add a phosphate (PO4) group
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Figure 3: Petri net models of various reaction types in signaling pathways (Reaction types I to XII are presented in [1]).

to a protein or a small molecule, and dephosphorylation that is the
backward reaction of phosphorylation removing phosphate groups
from a compound by hydrolysis.
III. Autophosphorylation is a transphosphorylation reaction freque-
ntly following the binding of a ligand to a receptor with intrinsic

protein kinase activity.
IV. Generally continually activated ligand-receptor complex reg-
ulates varied majority of cellular pathways transmitting the sig-
nals within the cell. Our basic consideration is that, if there are
more than one successive signaling pathway that has distinct active



site(s) (subunits) of activated complex, all the active site(s) shall
be regarded as complex component(s) C1, · · ·,Cn(n≥ 1) as shown
in block IV.
VII. Homodimerization is a polymerization reaction of two iden-
tical substances to form a dimmer similar to a kind of association
reaction. A substance is modeled by an input place connected with
a 2-weighted arc. It is easy to expand the conception to model the
formation of multimer holding n-weight.
X. This is the opposite reaction of I. Dissociation process is a gen-
eral process in which complexes and molecules separate or split
into smaller molecules or ions. The number of input place of tran-
sitions is one while the output place number is two or more.
XI. Since an enzyme itself plays a role of catalyzer in biological
pathways and there occurs no consumption in biochemical reac-
tions, the reaction is modeled by a transition, whereas the substrate
is modeled by enzyme place that has a self-loop with same arc-
weight.
XIII. Internalization is a phenomenon to decrease the number of
receptors on the surface of a cell membrane, due to be exposed to
corresponding biological agent such as ligands for a long time. As a
result of decreasing the number of receptors, responsiveness of the
ligands is decreased. The internalization is modeled by an output
transition connected with a place denoting receptor via a normal
arc.

3.2 Modeling Example
In this paper, we use the example of ErbB4 receptor signaling

pathway to explain our method. ErbB tyrosine kinase receptors
mediate mitogenic signal cascade by binding a variety of ligands
such as EGF and recruiting the different cassettes of adaptor pro-
teins. The binding of ligands to ErbB receptors results in diverse
biological outputs, such as cellular proliferation and differentiation,
and their deregulated expression or mutation highly correlates with
the incidence of certain types of human cancer [3]. The ErbB4
signaling pathway is shown in Figure 4.

Figure 5 shows the whole Petri net model of ErbB4 receptor sig-
naling pathways based on our modeling rules. Here we only ex-
plain a part of the modeling operation. Firstly, for the Receptor (R)
-ligand (EGF) binding interaction, a Petri net model is obtained by
applying the block I in Figure 4 in which two places (p1 and p2)
merge into a place p3 that denotes R-EGF via transition t1. Next,
R-EGF forms a R-EGF2 dimer receptor to which we applied block
VII the reaction model of homodimerization. Represented by tran-
sition t2. Further, R-EGF2 conducts autophosphorylation to which
we applied block III of the reaction model of autophosphorylation
whose transition is labelled with transition t3. Places p5, p6 and p7

represent phosphorylated receptor RP, ATP and ADP, respectively.
Transition t7 represents the dephosphorylation (block III) of RP.
PI3K (p33) is activated by binding to the active sites (p32) which is
modeled by the block IV. R-PI3K∗ (p34) is active PI3K. PR (p35)
and PI3K∗ (p36) dissociate from R-PI3K∗ (p34), which is modeled
by applying block X via the transition t39. PI3K (p33) initiates the
activation of PI (p38). Since this reaction (represented by the tran-
sition t44) does not consume PI3K, this can be modeled by using
the enzyme place (p36) with a self-loop (see block XI). Transition
t42 represents the dephosphorylation (block III) of PI3K∗. The re-
maining Petri net model in Figure 5 was constructed by applying
the blocks in Figure 4 in the same way as described above.

4. MODEL DECOMPOSITION
Before the procedure of delay time estimation, we decompose a

Petri net model into smaller components. The procedure of model
decomposition is intended to independently determine a delay time
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Figure 4: Biological diagram of ErbB4 signaling pathway.

within each component that is a subgraph of a Petri net model. This
model decomposing procedure is designed based on the idea pro-
posed in [6].

Note that, enzyme places possessing experimental data are called
data places dpn(n ∈ N); for two data places dpi and dp j in a Petri
net model, the condition i < j implies that place dpi is located at
upper position than place dp j. When using timed Petri net to sim-
ulate signaling pathways, self-loops of enzyme places are replaced
by test arcs with a threshold value.

A Petri net model is decomposed into components C1, C2,· · · , Cr

(r ≤ 1) by choosing data place from upstream data places in order
of increasing number and according to the following rules.

(i) A data place dpn to which an output transition is connected
via a test arc, must exist in a component Cn.

(ii) For a place that exists only in a component Cn, all the tran-
sitions connected to this place via normal arcs must exit in a
component Cn.

(iii) For a transition in a component Cn, all the places connected
to this transition must be included in the same component Cn.

These properties are based on the assumptions that (a) the reactions
denoted by these transitions determine the concentration levels of
protein of places connected with a transition via normal arc(s), and
(b) a transition connected with a place via a test arc does not affect
the concentration level of the place.

To explain the method of decomposing a Petri net model, we use
a simple example as shown in Figure 6. Firstly, we choose the most
upstream data place dp1 and find a component C1 by conducting
the above rules. According to the rule (i), place dp1 is chosen as an
element of component C1 (block (1)). Thereafter, according to the
rule (ii), the incoming and outgoing transitions of data place dp1

are included in component C1 (block (2)). Furthermore, according
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Figure 5: Petri net model of the ErbB4 signaling pathway.

to the rule (iii), the component C1 includes all transitions that are
attached to the places contained in the component C1 (block (3)).
By repeating the same actions as above, construction of component
C1 is completed. Then, we choose a next data place dp2, and find
component C2 in the same way. Figure 7 shows the decomposed
components of the Petri net model of Figure 5.

5. ALGORITHM TO ESTIMATE
DELAY TIME

In our previous paper [2], we proposed an algorithm to determine
delay times assigned to transitions in Petri net model of a signaling
pathways. However, this algorithm does not employ existing bio-
logical data. This section therefore gives an improved algorithm
that obtains delay times of transitions with considering biological
data.

Signaling pathway is a signal transduction system that propa-
gates signals from a receptor at the membrane to the nucleus. Hence,

dp
1

dp
2

dp
3

C1

Figure 6: Example of model decomposition. Black colored
places are data places (dpn).

we consider a time period from the activation of a receptor to the
activation of a certain protein in a signaling pathway. In this paper,
we use experimental data that are the graphs of concentration be-
haviors of activated enzymes in the ErbB4 signaling pathway pre-
sented in Ref.[3]. We used experimental data whose EGF concen-
tration is at 10nM among several conditions of EGF concentration
performed in Ref. [3]. Note that, when the activated enzyme con-
centration reaches the peak of concentration curve, the time point
can be considered as the time point D, where an enzyme works
most effectively after receiving extracellular stimuli. Table 1 sum-
marizes the time points of peaks concerning to corresponding en-
zyme concentrations. These time points Ds are used for a delay
time estimations.

Table 1: Experimental data extracted from Hatakeyama et al.
[3].

Biological substance Time point D (sec)
RP 22.9

Raf∗ 36.9
ShP 69.9

MEKPP 192.7
ERKPP 643.1
PI3K∗ 73.3

Akt-PI-PP 232.1

To conduct delay time estimation, we show the basic princi-
ple that is used construct a model which reproduces the biological
events according to the biological data with the use of timed Petri
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net model.

[Basic principle]
The sum of consumption should be the production in order to keep
the concentration equilibrium for each substance engaged in sig-
naling pathways, i.e. for each place the token amounts flowed in
and flowed out per unit time should be equivalent:

m∑
i=1

KIi =

n∑
j=1

KO j (1)

∑m
i=1 KIi and

∑n
j=1 KO j are the total token amounts flowed in and

flowed out per unit time, respectively.
Because this sink transition is used to model slow speed degra-

dation of an enzyme, the delay time di of the sink transition is as-
signed with a large value as the minimum of the firing frequencies
to the sink transitions. Here, the delay time di of the sink transi-
tions is assigned to 1000 due to the feature of small and natural
degradation. Furthermore, in the case that a place has more than
one output transitions, a so-called “conflict” occurred. That is, the

token removal from the place by the firing of one output transition
disables the firings of other output transitions. Therefore, this paper
assumes such enabled transitions in conflict have the same chance
to fire.

In the following, we will give our delay time estimation algo-
rithm for Petri net model of signaling pathways. Notations and
functions used in the algorithm are as follows:

(1) Let PNc=(PN,DC) denote a Petri net model that is decom-
posed according to the decomposition method stated in sec-
tion 2, where DC={C1,C2, · · ·,Ck} and Ci∈DC(i∈N) denotes
each smaller component.

(2) Let Tu denote a set of transitions that are not estimated.
(3) Let sizeo f () be an operation that calculates the element num-

ber of the set.

≪Experimental Data-based Delay Time Estimation≫
MainEstimate(PNc)
1◦ a← 1
2◦ repeat

MakePath(Ca)
do if (sizeof(Path) >= 2)

then Select1(Path)
else if (sizeof(Path) == 0)

then break
do if (sizeof(Path) >= 2)

then Select2(Path)
Estimate1(Path)

until sizeof(Path) >= 0)
3◦ do if (|Tu|,0 ∧ ti∈Ca ∧ti∈Tu)

then Estimate2(Ca)
4◦ a← a + 1

do if (a <= k)
then goto 2◦

else stop

In the algorithm “Experimental Data-based Delay Time Esti-
mation", the function of MakePath(Ca) is designed to compute the
shortest paths pathi (i=1, 2, · · ·) between any two data places in Ca,
and Path={path1, path2, · · · }. It is satisfied that pathi∈Path must
include at least one transition without estimation in Ca. After that,
one pathi∈Path is selected to be estimated according to following
cases:

(i) if |Path|≥2 holds, the function of Select1(Path) is invoked
to compute and return the result of pathi that exists in the
shortest path between most-upstream data place and most-
downstream data place in Ca;

(ii) if no element exists in Path, no operation is executed.

Then, if |Path|≥2 holds, Select2(Path) is used to compute and re-
turn the result of pathi∈Path satisfying the condition that the num-
ber of transition of pathi is the least. In step 2◦, Estimate1(Path) is
considered to compute the delay time d(m,n),i(i∈N) of un-estimated
transitions in pathi that is selected through the function of Select1
or Select2. In the function of Estimate1(Path), two equations are
used to calculate the delay time till the estimation of all the transi-
tions in pathi finished.

d(m,n),1+d(m,n),2+ · · ·+d(m,n),x =Dn−Dm (2)

m∑
i=1

βi

dIi

=

m∑
j=1

α j

dO j

(3)



Table 2: A delay time of transition in timed Petri net model (Figure 5).

transition (ti) delay time (di) transition (ti) delay time (di) transition (ti) delay time (di)
t1 2.5 t19 2.8 t37 25.2
t2 4.9 t20 1000 t38 25.2
t3 3.3 t21 1000 t39 1000
t4 1000 t22 2.8 t40 1000
t5 9.8 t23 2.8 t41 25.2
t6 9.8 t24 1000 t42 1000
t7 1000 t25 77.9 t43 39.7
t8 9.8 t26 77.9 t44 39.7
t9 1000 t27 77.9 t45 1000
t10 2.8 t28 77.9 t46 39.7
t11 2.8 t29 1000 t47 39.7
t12 2.8 t30 1000 t48 39.7
t13 1000 t31 225.2 t49 39.7
t14 1000 t32 225.2 t50 1000
t15 38.6 t33 225.2 t51 39.7
t16 38.6 t34 225.2 t52 39.7
t17 1000 t35 1000 t53 1000
t18 2.8 t36 1000 t54 1000

The left-hand member of (1) shows the sum of the delay time
of all the transitions involved in pathi between two selected data
places. The right-hand member of (1) shows elapsed time between
selected data places that they reach at the peak of the amount re-
spectively, i.e., the difference between downstream data (Dn) and
upstream data (Dm). Equation (2) is designed to calculate a delay
time of transitions between back and forth places that exist between
selected data places (Figure 8), and to obey Basic principle.
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Figure 8: The illustration of equation (2). Place and transition
are denoted as pi and ti, respectively.

In step 3◦, Estimate2(Ci) is considered to compute the delay time
of left transitions in Ci without doing estimation. The delay time of
such transition tO j (see Figure 3) is obtained based on equation (2)
in the context of its net structure.

Using this algorithm, a timed Petri net model with delay time
of transitions can be constructed based on real experimental data.
With this estimation, the performance variation along with time
change may probably provide a number of valuable insights. Fur-
ther, it can be considered that the simulation result is more pre-
cious to give new presumption and closed to the actual environment
rather than the simple estimation according to topological structure
proposed by Li et al. [2].

In the next section, we will do simulation to evaluate our estima-
tion algorithm.

6. SIMULATION OF SIGNAL FLOWS WITH
CELL ILLUSTRATOR

We applied the proposed algorithm for the Petri net model of
ErbB4 signaling pathway in Figure 5. As experimental data, we
used the simulation results given in Ref. [3] that are given in table
2. The obtained delay times in this Petri net model are shown in
Table 2. This Petri net model was described with Cell Illustrator
3.0 (CI) [8] in which delay times of transitions in Table 2 were
incorporated.

To simulate signal flows in the Petri net model, we need to as-
sign the initial marking to the places that are responsible to token
flows. We determined the number of minimal tokens so as to flow
the tokens only once from most upstream place through most down-
stream place (Table 3). With the obtained delay times and the min-
imal initial markings, we observed the token flows on this model
with CI. Figure 9 shows the token behaviors of places in Table 1.
The times when the places get token exhibit almost the same as the
time points D in table 1 that are intervals from the ligand activation
to the peak of biological substances.

Table 3: The number of initial tokens.

Biological substance Initial tokens
HRG 2
R 2
ATP 1
Shc 2
RasGDP 2
Raf 2
PI3K 2
PI 1
MEK 2
ERK 1
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Figure 9: Simulation results of timed Petri net model based on experimental data. (A) Phosphorylation of the ErbB4 receptor (RP),
(B) phosphorylation of Shc (ShP), (C) activation of PI3K (PI3K), (D) activation of Raf-1 (Raf), (E) activation of MEK (MEKPP), (F)
activation of ERK (ERKPP), (G) activation of Akt (Akt-PI-PP).

7. CONCLUSIONS
In this paper, we proposed a delay time estimation algorithm for

Petri net model of signaling pathways based on biological experi-
mental data. We first modeled a discrete Petri nets model of ErbB4
receptor signaling pathway using the modeling method proposed
by Li et al. [1], and then we assigned a delay time to each transi-
tion by using the proposed estimation algorithm based on the tim-
ing data of signal transductions of ErbB4 signaling pathway given
in [3]. By conducting the simulation of the delay-time-assigned
Petri net model on Cell Illustrator, we have confirmed that token
flows in this Petri net model reflect the used timing data.

With a Petri net model of a signaling pathway with delays ob-
tained by the proposed algorithm, we can observe signal flows by
the token movements. However, ordinary pathway simulations pro-
duce concentration behaviors of pathway elements (e.g. proteins,
nucleotides, and other bio-chemical substances), providing more
precise and systematic observations for the understanding of sig-
naling pathways. Hence, our next task is to develop a method to
convert a (discrete) Petri net using discrete delay times to a hy-
brid Petri net [7] using continuous speeds. Hybrid Petri net has
continuous elements (continuous places and transitions) as well as
elements of discrete Petri net. The converted hybrid Petri net can
be simulated on Cell Illustrator because this simulation tool em-
ploys hybrid Petri net as its basic architecture. This new modeling
scheme for signaling pathways leads us to the automatic construc-
tion of pathway models for numerical simulations.
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