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ABSTRACT
This paper presents the networking framework as conceived
within the European project BIONETS. The case for such a
framework comes from the idea of a“Disappearing Network”
paradigm. In the disappearing network, the network ceases
to exist as an independent entity and becomes an appendix
of the distributed services running on user devices. The
overall BIONETS system exploits the presence of embedded
devices to provide context-awareness and leverages peer-to-
peer interactions among mobile devices in order to ensure
system-wide dissemination of data and services. Some of the
current networking solutions developed within the project
are also presented, highlighting the use of bio-inspired tech-
niques and tools. The paper presents then a first version of
the SerWorks architecture, which takes a unifying view on
networks and services. In SerWorks, the network becomes
a set of particular services, aimed at general connectivity
purposes, which can be created and modified at runtime in
order to accommodate for specific system conditions and
higher-level constraints.

Keywords
networking framework, opportunistic networking, service-
oriented networking, serworks

1. INTRODUCTION
The European project BIONETS (Biologically-inspired Net-

works and Services, www.bionets.eu) targets the introduc-
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tion of nature-inspired solutions for enabling pervasive com-
puting and communication environments.
Such kind of environments, characterized by the presence of
a sheer number of devices, building an invisible electronic
halo surrounding the user and supporting her/him in all
her/his activities, presents a set of features that represent as
many challenges to conventional approaches in networking
as well as service management. In general, we can identify
four main challenges to be faced. The first one is scalability,
related to the possibly extremely large number of devices
present in the system. The second one concerns the wide
heterogeneity expected in terms of devices taking part in the
system (from RFIDs to laptops etc.). The third one relates
to the high expected level of dynamism in these systems,
where quickly varying environmental and system’s operating
conditions will demand continuous adaptation capabilities.
The fourth and last one concerns the complexity issues re-
lated to the management of such large-scale heterogeneous
and highly dynamic system.
The BIONETS project stems from the observation that na-
ture shows a long successful record in dealing with such prob-
lems. There are plenty of examples of large-scale ecosystems
which are able to self-organize and co-evolve in such a way to
reach efficient equilibria while being able to adapt to varying
environmental conditions. In BIONETS, heterogeneity and
scalability are mainly tackled at the network architectural
level. Indeed, we rely on an architecture which is inherently
scalable and at the same time is designed in such a way to na-
tively accommodate devices heterogeneity. Complexity and
dynamicity issues are addressed through the introduction of
self-evolving autonomic services, built around concepts and
tools inspired by the functioning of biological systems. At
the same time, one of the most innovative aspects of the
BIONETS project is given by the notion of joining networks
and services in what we call SerWorks. In the SerWorks
paradigm, network protocols can be generated at run-time
according to the current environmental conditions as well as
to the requirements of the higher-level running services. In



such a way, service-tailored network protocols can be built,
achieving higher performance and providing an additional
degree of flexibility to the resulting system.
In this paper, we present the networking components devel-
oped within the BIONETS framework, together with a first
architecture for enabling SerWorks. The paper is organized
as follows. In Sec. 2 we present the overall system architec-
ture, focusing on service aspects. In Sec. 3 we introduce the
basic BIONETS network architecture. In Sec. 4 we describe
some of the networking and algorithmic solutions developed
so far. In Sec. 5 we present a first SerWorks architecture.
Sec. 6 concludes the paper describing some of the current
on-going activities.

2. BIONETS SYSTEM ARCHITECTURE
The vision of BIONETS is to describe an architecture for

autonomic computing systems that reflects all points of view
on networked services, as illustrated in Fig. 1. Bio-inspired
paradigms are checked for applicability on different levels,
ranging from data dissemination over device interaction to
service interworking. In parallel the socio-economic impacts
of deploying self-organising and self-evolving systems to to-
morrow’s markets is investigated. The BIONETS system
architecture is built on two basic classes of devices, T-nodes
intended for simple reactive tasks like sensing, which could
represent sensors, tags, etc., and U-nodes, an abstraction
of user terminal nodes, e.g., notebooks or mobile phones.
T-nodes and U-nodes communicate wirelessly, while form-
ing transient islands of connectivity. In this regard, the
BIONETS system architecture was designed to address the
following requirements:

• Enabling, in a disappearing and mobile network con-
text, the execution of “cooperative” services, involving
services and data deployed/available on different U-
nodes and T-nodes;

• Supporting dynamic evolution and adaptation of ser-
vices in order to address changes in the execution con-
text (e.g., network disconnections, changes in resource
availability, lack of data/information);

• Dynamic aggregation/collaboration of services and data.

Therefore, the architecture is divided coarsely into three
parts, like depicted in Fig. 2. The upper layer of the architec-
ture is the Service Framework, which includes the applica-
tion/services and the functions supporting their distributed
and pervasive execution and management. The middle layer
includes the Interaction Framework, whose purpose is to
provide multiple concurrent and evolvable interaction mod-
els supporting the interactions among the distributed ser-
vices and the realization of a shared data space. The lower
layer is the Networking Framework, which provides the ba-
sic communication capabilities in the disappearing network
context. The Interaction Framework includes a set of prim-
itives built on top of the communication primitives, aiming
at offering a common layer to simplify the implementation
of the interaction models.
In BIONETS, services are defined as entities, which may
provide knowledge, content, or functionality to other ser-
vices and users. Hence, user applications, application ser-
vices, and protocol services are summarized behind one ar-
chitectural concept. Services are described as compositions

of other services and service cells, which are atomic logic el-
ements. The Service Framework provides on the one hand a
runtime environment for the execution of service logic run-
ning on U-nodes and T-nodes. On the other hand, the ser-
vice framework includes capabilities to react in an autonomic
way to changes in the environment of services. Parts of these
capabilities are different evolution and adaptation strategies,
service life-cycle handling, and mobility coverage. This kind
of autonomicity is supported on two different levels, at node
level and at service level. Hence, the respective logic can be
assigned once with each node or once with each service, while
each node hosts multiple services. We can show that node
level autonomicity performs better with regard to complex-
ity and scalability, although service level autonomicity can
benefit from higher flexibility of the system. To implement
node level autonomicity in a flexible way, service mediators
were introduced as architecture elements complementary to
the services. Service mediators behave like agents for the ser-
vices sharing the same node with them. However, in contrast
to service mediators, services can easily move between differ-
ent nodes. Services and service mediators interact through
the Interaction Framework, no matter if they are hosted
on different nodes or share the same one. The interaction
framework contains a variety of interaction models. The in-
teraction models have a middleware character and simplify,
e.g., the coordination of service mediators. Interaction mod-
els currently investigated in the BIONETS context are the
Semantic Data Space (SDS) and Distributed Hash Tables
(DHT). The Interaction Framework includes several inter-
action models, basically realized over a common and finite
set of primitives. Such primitives, in turn, are implemented
on top of the Networking Framework which is in charge of
communication services. Hence, the Interaction Framework
decouples the Service Framework from the underlying com-
munication protocols, naming/addressing schemata and net-
work characteristics, as in the reference case of nodes disap-
pearing from a connected island.
Network interfaces provide communication primitives, im-
plemented in order to cope with the disappearing network
context. The main objective of the networking framework,
as detailed in the following, is to provide appropriate means
for fostering the evolution at the service level in the presence
of large-scale, heterogeneous and often partitioned networks.
The division of the BIONETS system architecture into three
frameworks allows us to reduce networking functionality and
application-level functionality to the same concept, the ser-
vice. Thus, we can directly apply the same biologically in-
spired principles that enable autonomic system behaviour on
different layers of the architecture. The BIONETS principles
assuring autonomy distinguish between adaptation and evo-
lution. Likewise in biology, adaptation refers to the capacity
of a given organism to sense, respond and adapt to its envi-
ronment, while evolution refers to emergence of new, better
adapted species in the long run. In terms of services, adapta-
tion can be thought of as a mechanism, based on some hard-
wired closed-loop algorithms, that observes the environment
and acts accordingly. The adaptation is the modification of
already existing functionalities in order to adapt to rapid
environment changes. Accordingly, the service evolution im-
plies a long term adaptation to changes in the environment
and especially the ability to acquire new functionality into
the system [18, 10]. In particular, BIONETS targets the
introduction of services with self-evolutionary features and



able to react in an autonomic way to the changes of state of
the environment and to the (change of the) users needs in
order to develop new, unplanned functionalities.
The requirements for the BIONETS services point out the
necessity for a service to be able to dynamically change dur-
ing its lifetime. Hence, a service must adapt its behaviour
to the changing environment and conditions. Services must
have the capability to evolve. In other terms, evolution is
a mean to achieve adaptation. In order to fulfil these re-
quirements, we think that the way the service is defined and
implemented, and the service framework that hosts services
must be sufficiently flexible. More concretely, the service ar-
chitecture need to be able to support the dynamic changes of
the service. The strategy used by the service to reconfigure
and restructure on environmental changes may be described
as an evolution process. The BIONETS Service Life-Cycle
targets autonomous adaptation of services, based on a for-
malized model of user goals, to continuously changing envi-
ronmental conditions. For this purpose, we are investigating
distributed solutions to create and evolve services [13].

Figure 1: The BIONETS vision: contextual infor-
mation is gathered through T-Nodes and used by U-
Nodes — which form disconnected islands — to pro-
vide context-awareness to end-user services, which
in turn reflect the social network users belongs to.

3. BIONETS NETWORKING FRAMEWORK
In this section, we present the BIONETS network archi-

tecture and the organization of the seven functional compo-
nents of the networking framework, as represented in Fig. 3.

3.1 Functional System Architecture
BIONETS is built around a two-tier network architecture.

As in Fig. 1, devices in the lower tier (T-Nodes) are used to
interface with the environment and gather contextual in-
formation, while devices in the upper tier (U-Nodes) are
used to interact with the user. In terms of role played in
the network architecture, T-Nodes act as source of data,
whereas U-Nodes act as source/relays/consumers of data.
A major difference with, e.g., conventional approaches in
wireless sensor networks, is that T-Nodes do not perform
store-and-forward operations but act as a distributed inter-
face, through which U-Nodes in proximity can interact with
the local environment. The resulting two-tier network archi-
tecture is graphically depicted in Fig. 4. A third, optionally
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Figure 3: The BIONETS network framework and
its seven functional components.

present, type of devices is encompassed, to ensure connec-
tivity with the IP world. In details:
T-Nodes are simple, inexpensive devices with sensing/identi-
fying and basic communications capabilities. T-Nodes act
as an interface with the environment and are used to gather
contextual information which is utilized by the U-Nodes
to provide context-awareness. T-Nodes do not communi-
cate among themselves but are just read by U-Nodes in
proximity. They present minimal requirements in terms of
processing/storage/communications.
U-Nodes are complex, powerful electronic devices with com-
puting and communication capabilities. PDAs, laptops and
smartphones are examples of a U-Node. U-Nodes are typ-
ically carried around by users and therefore are inherently
mobile. U-nodes mobility is exploited, in BIONETS, to pro-



vide system-wide diffusion of messages. U-Nodes host ser-
vices and interact with the environment through T-Nodes.
From the environment they gather contextual information
necessary to provide users with services enhanced by context-
aware features. U-Nodes may communicate among them-
selves to exchange information, such as environmental data
or service-specific code (in order to enable service evolution).
Access Points are complex powerful devices that may be
used for (i) accessing IP-based services by the BIONETS
networks (ii) collecting environmental data (through BIO-
NETS system) from a remote IP service (iii) providing IP
shortcuts among disconnected BIONETS islands. APs are
envisioned to act as proxies between BIONETS networks
and IP networks.

Connected Islands

U−Nodes Plane

T−Nodes Plane

Figure 4: The two-tier BIONETS network archi-
tecture: U-Nodes communicate with both U-Nodes
(for exchanging data/services) and with T-Nodes
(for gathering contextual information).

3.2 Messages
Communications in BIONETS are based on the exchange

of messages. Messages are service data unit, i.e., encapsula-
tion of data items meaningful to a service. In general, mes-
sages will be much larger than standard IP packets. (This is
because single IP packets usually do not expose meaningful
data to the service layer.)
Messages will consist of a payload (or content) and metadata
(expressed as a set of < attribute, value > pairs) carrying
the necessary information for the node to decide which op-
erations should be undertaken.
Communications in BIONETS are asynchronous and con-
nectionless. Messages are treated as datagrams, and the
whole system can be thought as a message-switching engine.

3.3 Naming and Addressing
BIONETS relies on names for identifying communicating

devices. Names in BIONETS are intentional [1] and are
defined as a set of pairs < attribute, value >. Names are
location-independent identifiers, i.e., they have global spa-
tial scope and do not change as the node moves in the sys-
tem. Names have limited temporal scope, i.e., they might
change over time. All nodes in BIONETS have a name.
Names are not unique. Names can be used for taking de-
cisions concerning information/data forwarding. Their use,
which complies with similar approaches in data-centric wire-
less sensor networks [8], enables the construction of a content-
based architecture (as opposed to conventional IP address-
based architectures). A special attribute field value, tag,
can be used to enable keyword-based queries support.

Nodes which are subject to trust and reputation systems
(i.e., all U-Nodes and some classes of T-Nodes) possess a
unique static identifier called identity. The identity of a node
has global scope in space and time. It represents a finger-
print of the node, and it is expressed as a numerical value.
Node identities are assumed hardwired in the nodes by the
manufacturer. Identities are not used for taking forwarding
decisions, and are not exposed to the network framework.
Identities are exposed to trust and reputation services only.
BIONETS encompasses also the use of identifiers with local
scope in both space and time, that are termed addresses.
An address is constituted by a numerical value, which can
be associated to U-Nodes and to some classes of T-Nodes.
Addresses are unique within a two-hop neighborhood. Ad-
dresses are generated locally according to a random proce-
dure, coupled with mechanisms for resolving collisions [6].
The use of addresses is optional and is meant to provide
bandwidth savings in one-hop communications by using short
numeric identifiers instead of long, expressive, names.

3.4 Opportunistic Communications
BIONETS overcomes device heterogeneity and achieves

scalability via an autonomic and localized peer-to-peer com-
munication paradigm. The basic way BIONETS deals with
scalability issues is by giving up stringent connectivity re-
quirements. No conventional client-server paradigm is present:
all nodes are equal (i.e., peers) and information exchanges
are based on localized interactions in that local connectivity
only is, in principle, present. All communication take place
inside an island: for such reason, the forwarding schemes em-
ployed in BIONETS are opportunistic in nature. Also, since
the engine to spread information in the network is the mo-
bility of the devices, the right definition for BIONETS for-
warding strategies is not the traditional store-and-forward,
but more correctly, as in DTN networks, a store-carry-and-
forward technique [7].

3.5 Data Dissemination
The data dissemination in BIONETS relies on the move-

ment of U-nodes and on a peer-to-peer data exchange. The
U-nodes, after having read the information provided by the
T-nodes, undertake the task of information dissemination.
Information dissemination refers to sharing the whole or part
of the information with other U-nodes in the area, which
may be interested in the information that is spread. Con-
sidering the distributed nature of BIONETS, a system based
on local policy seems to be more suitable and effcient. Obvi-
ously, the reputation indexes together with the cooperation
enforcing policy should be redefined. Information collection
can be obtained simply exploiting local communications be-
tween U-Nodes during the data dissemination process.

3.6 Information Filtering
One of the key issues for enabling BIONETS-like systems

is to devise efficient mechanisms for coping with the scal-
ability issues related to the traffic carrying contextual in-
formation. In BIONETS, such information is gathered by
T-Nodes and passed to U-Nodes in proximity, either in a
proactive fashion (“push” mechanisms) or in a reactive one
(“pull” mechanisms). Due to the expected high density of
T-Nodes devices embedded in the environment, the system
may generate extremely large amounts of contextual infor-
mation, which may disrupt the network if not adequately



managed. Mechanisms are needed to limit the ability of
contextual information to spread in the system. In [4], such
mechanism has been termed Information Filtering. The ba-
sic concept is that contextual data looses its significance and
usefulness (i.e., its information content) when moving away
(in space and time) from the area where it has been gener-
ated. In turn, the information content of a message can be
related, through standard information-theory tools, to the
number of bits necessary to encode it [5]. Ideally, we would
therefore have a mechanism which shrinks the size of the
messages carrying contextual data as they travel within the
network. The mechanisms supporting information filtering
should be distributed, i.e., implemented by each U-Node.
The local decisions on the level of resolution at which data
needs to be kept should be done only based on the metadata

describing the data type and attributes. Messages will be
filtered based on their metadata and stored in an internal
database, present at each U-Node. The filters may be used,
e.g., for blocking spam messages or for enabling communi-
cations only with trusted peers. Filters are based on a set of
matching criteria on the < attribute, value > pairs associ-
ated to the message. A U-Node can also access and modify
a subset of the message metadata. This includes, e.g., the
number of hops traversed by a message or the number of its
copy already disseminated in the system.

3.7 Middleware
The BIONETS networking framework includes a middle-

ware to create a virtual overlay network, able to decouple
the interaction/service framework and the characteristics of
the underlying communication infrastructure for U-nodes
interactions and the corresponding BIONETS communica-
tion protocols at network layer. The design of the middle-
ware functions is meant to extend the BIONETS network
with features aiming at simplifying the implementation of
the models envisaged for the interaction framework. The
network middleware becomes a peer-to-peer overlay, which
implements a virtual network of peers and links; the func-
tions of overlay peers are “hosted” on the U-nodes, while
the virtual links are based on the underlying communica-
tion primitives. Disconnected islands of U-nodes generate
separated overlays. The peers are containers for retrieving
(in a broad sense) the entities of service framework, such
as services, service descriptions, data/information, etc. In
Tab. 1 we reported a set of primitives (and their description)
that shall be exposed to the interaction framework. This can
be regarded as the set of network framework APIs.

3.8 Interoperability with Legacy IP Networks
Though BIONETS systems do not rely on any infrastruc-

ture for functioning and performing the expected tasks, they
can opportunistically exploit the presence of infrastructure-
based IP networks for enhancing the quality and range of
offered services. At the same time, legacy services can lever-
age BIONETS networks for collecting environmental data.
The internetworking capabilities with infrastructured IP net-
works and services are provided by BIONETS Access Points.
APs operations will rely on the presence of a proxy server
able to decouple the operations on BIONETS networks (which
will be handled through an interface which allows commu-
nications with U-Nodes).
APs may advertise their presence by broadcasting beacon
messages. A U-Node passing in proximity of a BIONETS

Primitive Description
publish(property,
data)

a request to store an entity in (a peer of)
the overlay. Property is a set of informa-
tion through which it is possible to select
an entity (e.g., a key, a set of keywords,
a property list, a semantic description, a
service description). Data is the informa-
tion associated the stored entity (e.g., a
file, a document, the reference to a ser-
vice/object or the service/object itself).

deprecate (prop-
erty)

a request to deprecate an entity published
in the overlay. Property is a set of infor-
mation identifying the entity to be depre-
cated.

search(query) a request to get the data associated to an
entity published. Query is a “filter” on
the properties associated to the entities
stored in the overlay; it is used to iden-
tify the entities to retrieve. The overlay
returns (a copy of) the data associated en-
tities which fulfill the query.

send(query, mes-
sage)

a request to send a message to an entity
(e.g., an object, a service, an object ref-
erence) stored in the overlay. Query is a
“filter” on the properties associated to the
entities stored in the overlay, used to iden-
tify the entities which are the destination
of the message. Message is the message to
be provided to the selected entities (e.g., a
method to be executed, a self-* message).

aggregate(query) a request to optimize the data dissemina-
tion to reach (the peer storing) an entity
(e.g., an object, a service, an object refer-
ence) in the overlay. Query is a “filter” on
the properties associated to the entities in
the overlay; it is used to identify the en-
tities for which the operation is required.

Table 1: Network Framework Primitives

AP can decide to register with it, generating an address
which will be bound to its name. A registered U-Node will
be able to communicate with the IP world only when within
communication range of the AP.1 If the U-Node moves out of
the AP range, communications will be broken. Conversely,
IP-based servers can access local data by sending a query
to the AP, which will then translate the query and send an
analogous one to the U-Nodes passing by. The IP infrastruc-
ture can also be used for building shortcuts (i.e., BIONETS
tunnels) for connecting different islands of nodes. In or-
der to achieve the latter functionality, a service for location
management of the APs is needed. In particular, we may
assume that all BIONETS APs shall run a service, support-
ing query resolution for location management and providing
the necessary means for establishing a connection among
two BIONETS APs. Such a service will build an overlay
network, useful to route messages among BIONETS islands.

4. BIONETS NETWORKING SOLUTIONS
Mechanisms and components of the architecture described

in the previous section have been resumed in [12, 14] and are
detailed in the papers refereed therein. In particular, oppor-

tunistic communication techniques have been investigated,
studying several data dissemination mechanisms. Under epi-

demic spreading, each node maintains a buffer of unsent mes-

1For the moment, we decided to avoid the possibility of ex-
ploiting spreading of AP-generated or AP-destined messages
on the U-Nodes plane. This adheres to the BIONETS phi-
losophy, which encompasses APs as optional elements, which
provide “virtual contacts” among disconnected away islands.
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Figure 5: Graphical representation of the BIONETS
network architecture, encompassing AP for leverag-
ing IP infrastructure.

sages originated or copied from other nodes. Messages can
be forwarded to nodes encountered on the move, with dif-
ferent policies depending on the number, source and type
of messages stored in memory. With the two-hop relay, in
particular, the source node relays a copy of a message to
at most one intermediate node; the intermediate nodes that
have been forwarded a copy can relay it only to the destina-
tion. Also, under the K-relaying protocol, each message can
be replicated into a maximum number of copies K.
Under the IOBIO and MIOBIO, namely the (Modified) In-
formation Dissemination Protocol for BIONETS, nodes use
three different types of messages for information-exchange
(ADV, REQ, DATA) [16]. Such control messages let IO-
BIO protocol limit unnecessary message replication: to this
aim IOBIO uses simple periodic broadcast of ADV packets.
MIOBIO, instead, adopts a controlled flood protocol that
reduces the number of duplicated messages with no need for
control messages, while preserving low delays and robust-
ness of plain flooding.
Issues for U-nodes information gathering from T-nodes are
described in detail in [14, 16]. In [16], resources allocation is-
sues have been investigated in order for a U-node to be able
to receive information from all T-nodes in the cluster at the
same time using CDMA spreading codes. Game-theoretic
tools were used in order to determine the optimal power al-
location when several T-nodes transmit to a single U-node,
knowing only their own channel (while perfect channel state
information is assumed at the U-node). In [14] the effect
of uncoordinated/coordinated dissemination of information
from T-nodes to U-nodes is investigated, whereas strategies
involving binary split protocols are envisioned for data re-
covery when U-nodes are in radio range of several concurrent
T-nodes.

Information filtering [12] has been implemented by means
of several distinct techniques, among which timeouts and
spatial constraints in order to achieve bounded message dif-
fusion, thus restricting the message propagation to the local
scope of interest. More sophisticated techniques included
the use of wavelets in order to obtain more efficient data
representation and induce tunable granularity and memory
occupancy by means of a multiscale data representation.

Furthermore, on top of the BIONETS networking func-
tionalities, certain directions pursued biology inspired tech-

niques within the networking context; some aspects of the
communication protocols do resemble bio-inspired techniques,
and this is the case of epidemic data dissemination. Nev-
ertheless, the most promising research line for the BIO-
NETS system concerns the adoption of evolution to regu-
late networking functionalities. In particular, so far BIO-
NETS could devise three levels of abstraction at which evo-
lution plays a role, which we conventionally denote order-0
evolution, order-1 evolution and order-2 evolution, as de-
scribed in the following.

Order-0 Evolution
In general, we refer to order-0 evolution when the evolu-
tion acts on a predefined set of parameters that determine
the system behavior. To some extent such a technique, in-
troduced in [2, 14], allows networking schemes, i.e. in par-
ticular forwarding schemes, to evolve in order to adapt to
changing and a priori unknown environments. The frame-
work is inspired by genetic algorithms (GA): at each node a
genotype describes the forwarding scheme used, a selection
process fosters the diffusion of the fittest genotypes in the
system and new genotypes are created by combining exist-
ing ones or applying random changes. The advantage of the
approach compared to other adaptive techniques for mes-
sage forwarding lies in that it does not require an a priori

definition of the actions to be taken to optimize the mecha-
nism for some specific situation. In brief, each node employs
a (potentially different) forwarding policy, which prescribes
the operations to be undertaken when receiving a message
destined to another node. Such a policy is described by an
array of parameters called the genotype. Genotypes are as-
sociated with a fitness measure which indicates the ability of
the current set of parameters to achieve good performance
in the current environment. Fitness is evaluated using local
information and rewards which are sent from the destina-
tion backwards within ACK messages. When two nodes
meet, they may exchange genotypes (and associated fitness
levels), updating the pools they maintain. Each node pe-
riodically generates a new genotype judiciously using those
in its pool and implements the corresponding policy. The
whole system is engineered in such a way as to present a
drift towards higher fitness levels.

Order-1 Evolution
What is called order-1 evolution approach has to do with
the adaptive composition of functional blocks that concur
to create a given networking functionality. In particular, as
depicted in Fig. 3, several different functional blocks par-
ticipate to the overall networking functionalities. Order-1
evolution builds on the idea of loosely coupled service com-
ponents, which may be composed and orchestrated at run-
time, according to the current context, in order to provide
optimal performance. Such process builds on a tree struc-
ture describing the current composition model; the resulting
tree is regarded as the genotype describing the current ser-
vice. Tree representations undergo an evolutionary process,
which will be likely based on tools and techniques developed
within the genetic programming field.

Order-2 evolution
Order-2 network evolution is the most challenging form of
evolution foreseen in the BIONETS domain. The aim is to
support self-generating services and network protocols.
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Figure 6: A first approach to networking in the
BIONETS SerWorks: network services get com-
posed at run-time to provide a service-tailored and
context-aware socket.

In particular, in [10] the notion of “autocatalytic software”
was adopted, in which programs are modeled as molecules
which regulate their own production and consumption, lead-
ing to a system where instructions as well as whole pro-
grams are measured in terms of their “concentration” in a
multiset structure. A promising language able to implement
such autocatalytic software is given by the fraglets paradigm
[17]. The model is inspired by gene expression in biology:
genes encode for proteins that actually perform various cell
functions; some genes encode proteins that will later act
as activators or inhibitors for other genes. Environmental
conditions may act on the concentration of proteins, deter-
mining which genes are expressed at which concentrations.
The proposed model for autocatalytic software execution in-
cludes a code repository where “genes” are stored, and ex-
pressed upon reception of expression signals targeted at a
given gene. The expressed gene is injected into an execution
environment where it becomes the program that is executed,
and whose byproducts may include activation or inhibition
signals for the same or other genes in the repository. The
ultimate, and most challenging target is then to obtain net-
work protocol evolution with fraglets [18].
Some preliminary experiments showed that it is possible
to control code expression using regulation mechanism, but
many challenging issues are pending. First of all, one must
show evolution in this context, with genetic operators that
produce viable individuals with high probability. Even if
the system is able to eliminate unsuitable code, it should
not spend most of its time doing so. Therefore the fraction
of harmful mutations and other code disruptions should be
kept to a minimum. Some directions for indirect encodings
in Genetic Programming are Cartesian GP [9], Grammatical
Evolution [11], and Artificial Embryogenies [15] as potential
directions towards a solution.

5. SERWORKS ARCHITECTURE
As introduced before, the BIONETS network architecture

supports services running on U-nodes under a disappear-
ing network paradigm. Traditionally, network architectures
have been built according to the layered OSI model, based
on a stack structure. Each layer of the stack can be im-
plemented in a separated fashion and independently of the
other ones. Typically, applications leverage the communi-
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Figure 7: The SerWorks architecture: network-level
and application-level services are composed at run-
time according to the end-user goals.

cation pipe trough a set of executable APIs, whereas the
communication/networking functionalities are part of the
operating system. The layered approach has a clear ad-
vantage in that it enables (at least in principle) progressive
deployment of new solutions. On the other hand, the limit
is that, in current systems, the stack is hardwired in the OS
and is not really modular.
We would like to stress the two main features that dif-
ferentiate communication protocols compared, for example,
to threads occurring among processes of a same computa-
tion or high-level services composed by instances of different
programs or modules possibly running on different devices.
First, communication protocols have a top-down sequen-
tial architecture where the thread occurring at the upper
layer (e.g., the application layer) has to be supported by the
underlying threads down to the physical bit transmission
[19]: packets are passed down to the layer in charge of the
“next” step until electromagnetic propagation occurs at the
bit level. Thus, the overall flow is loop-free and sequential.
Second, current architectures usually use at most one block
at each layer at the time: for example, once established, a
socket leveraging UDP cannot switch to TCP since the peer
UDP module would fail in treating packets of the new ses-
sion according to TCP.
Nevertheless, non-layered and dynamic architectures are pos-
sible: the advantages of such amorphous network architec-
tures are clear to the research community [3]. But, so far,
the OSI-like stack paradigm, is the way communication pro-
tocols are conceived and implemented. There seems to be
two main factors limiting the use of dynamic architectures,



where basic building blocks get composed at run-time. The
first one is computing power: communication protocols re-
quire to carry out operations at the speed at which transmis-
sions on the physical links are possible, which can easily be
of the order of hundred Mb/s. The second one is the lack of
a suitable distributed run-time execution environment able
to support such dynamic reconfigurable architecture.
The SerWorks vision builds on a service-oriented approach
to networking protocols. Protocols can indeed be under-
stood as the composition of various networking services.
(The latter ones may be represented, e.g., by the compo-
nents of the networking framework as depicted in Fig. 3.)
This makes it possible to build a flexible architecture, where
network-level services require input from several other ser-
vices, and provide different outputs to several services. In
a first approach, we may retain the functional separation
between the service and the network framework. In the lat-
ter one, network services may get dynamically composed at
run-time, according to the (functional and non-functional)
requirements as determined by the service mediator. Such
information will be used by a networking mediator to decide
on the best composition of available network services. The
resulting architecture is depicted in Fig. 6. From the service
point of view, the advantage is clear: the possibility of ex-
ploiting a flexible data bearer; the latter can be though as
an “ad hoc” socket, offering socket-like functionalities to the
interaction framework but tailored to specific service needs.

The resulting architecture would encompass mediators at
both the service and the network level. In order to optimize
the resulting architecture, we envision to join the two enti-
ties, resulting in the structure presented in Fig. 7. In this
fully integrated SerWorks architecture, three different “lay-
ers”are present. They expose well-defined APIs to the upper
layer; on the other hand, the definition of the modules imple-
menting the actual functions is left to the mediators which
can decide at run-time the optimal joint configuration for
the service, interaction and networking frameworks.

6. CONCLUSIONS
In this paper, we have presented the basic building blocks

of the BIONETS networking framework, together with a
first approach to SerWorks. On-going activities include the
introduction of new bio-inspired methods for enhancing the
functioning and plasticity of the single building blocks, to-
gether with studies aimed at proving experimentally the fea-
sibility of the proposed approaches.
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