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ABSTRACT
Business companies are showing a growing interest towards
the use of the Internet as part of their business. In par-
ticular, networked auctions exploit characteristics that are
particularly attractive, and are therefore gaining interest as
mean for business. This is especially true when the man-
agement efforts, to handle such auctions, are reduced by
the use of automatic trading agents. The automatic na-
ture of agents, however, does not allow them to account for
the non-stationariness of the market, with the result of in-
evitably limitating optimization of auction economic factors
and, finally, the overall utility.
We outline a platform where trading agents behave in an au-
tonomic fashion. Agents employ biologically-inspired tech-
niques, to adapt auctioning strategies to present environ-
mental conditions, through exploitation of self-* properties.
We put particular emphasis on self-configuration and self-
adaptation, presenting results of preliminary experimenta-
tions, and showing through simulations how autonomic be-
haviour is expected to impact current results.

1. INTRODUCTION
In recent years, business companies have shown a growing
interest in the use of the Internet as a mean for doing com-
merce, in what it is usually called e-commerce. As an ex-
ample, consider networked auctions. Their nature allows
to hammer geographical market boundaries, with a conse-
quent widening of possibly interested audience. This en-
hances competition, and has important repercussions on the
final utility. Furthermore, it is becoming common to rely on
auctions as a mean for doing real-time business, thanks to
the reduction in management efforts that the use of auto-
matic trading agents[24] bring. As a consequence of these
trends, the ideal duration of auctions can be reduced to min-
utes, rather than hours or days as for traditional electronic
auctions, thus resulting suitable for serial use[19].
Automatic trading agents typically act in the basis of deci-
sion policies which are statically defined. Thus, they do not
usually account for non-stationariness of the market, such

as for instance the stock market[22]. In other words, they
tend not to account for market and environmental parame-
ters when taking critical decisions concerning auctions. This
has inevitable repercussions on auction factors, especially of
financial nature.
Accounting for the non-stationary behavior of a market in-
volves agents to be able to dynamically adapt their behavior
based on the characteristics of the market in a specific mo-
ment. This, in turn, requires agents to be aware of the
market in that specific moment and behave so as to opti-
mize auction factors adapting to such circumstances.
Context-awareness leads to exploitation of a set of proper-
ties, collectively defined as self-* properties[14], typical of
autonomic computing[5]. Application of such technology to
the networked auction scenario is thus expected to improve
trading agents with means to adapt their strategy based on
the current market moment.
In this new scenario, autonomic trading agents try to ex-
ploit the most appropriate behaviour in the present situa-
tion without human intervention. Decisions are taken ac-
cording to factors that change dynamically based on self-
awareness and adaptation to present environmental market.
This makes agents sensitive to dynamic changes in the en-
vironment which, in turn, would allow them to pursuit the
goal they are given in a more accurate way.
A novel computing platform with such characteristics is the
main objective of the CASCADAS[3] project (EU FP6-027807).
The material here presented is based on an ongoing research
partially funded by the above project, that authors here are
glad to acknowledge.
The overall goal of CASCADAS is identifying, developing,
and evaluating architectures and solutions based on a general-
purpose component model for autonomic communication
services. The project is driven by the ambition of identify-
ing a fundamental, uniform abstraction for situated and au-
tonomic communication entities, at all levels of granularity.
This abstraction is called an Autonomic Communication El-
ement (ACE), and represents the cornerstone of the compo-
nent model, in which the four driving scientific project prin-
ciples (situation awareness, semantic self-organisation, self-
similarity, autonomic component-ware) will properly con-
verge. Concepts here presented find a strong convergence in
the objectives of the CASCADAS project, and consequently
objects and entities here presented can easily be integrated
into an ACE.
This paper id structured as follows: in section 2 we describe
fundamental concepts for understanding the platform. Sec-
tion 3 describes the fundamental autonomic units present
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in the platform. Autonomic units are supported by an au-
tonomic communication infrastructure, which is presented
in section 4. Some preliminary measurements are then pre-
sented in section 5, while section 6 outlines how introduction
of autonomic features is expected to impact the platform.
Finally in section 7 we draw some conclusions.

2. PLATFORM DESCRIPTION
We consider a platform populated by users and services[6],
which play a symmetric role. Hence, users of some services
can become services for other users. The platform allows
users to dynamically request services by specifying a set of
parameters such as desired Quality of Service (QoS), price
for the service and duration. Such a network can monitor
service provision and inform users of the service level actu-
ally being delivered.
User and services are supported at various levels by a layered
architecture, shown in figure 1. At the bottom of the plat-
form, an Autonomic Communication Infrastructure (ACI)
interacts with the standard network infrastructure to pro-
vide sophisticated communication facilities that are sensible
to specified QoS attributes. Besides, the ACI also provides
information about behavior of the network to the above
layer. The ACI is capable of autonomically optimizing the
coordination among several parties involved in a communi-
cation process according to a set of configuration parameters
that can be specified in advance, yet dynamically change
during the service provision time through the use of a Self-
Aware Network[8] (SAN). This latter is capable of adapting
communications to present network conditions, according
to specified QoS attributes. In our experiments, we use the
Cognitive Packet Network [7, 10] (CPN).
On top of the ACI, the Auction Unit Platform (AUP) de-
fines and realizes the environment where users and services
interact. These latter are realized through agents, that we
named Auction Units (AUs), and the platform is thus a
multi-agent platform. The topmost layer in this structure is
an application that allows the user to visually interact with
the platform underneath. In this way, the user can visually
observe how the platform evolves or being directly involved

in the auctioning process, overriding the autonomic logic un-
derneath. It is worth noting that the user can be a human
user as well as another, application-level, agent.
AUs in the platform dynamically change their behavior based
on the context they are currently operating in. As for auc-
tions, they can behave according to the following roles:

• Bidder. Bidders are AUs that notify their will to buy
an item of interest, and for this reason they are users
in the platform. They engage in a competition to the
extent of acquiring the rights to buy items under auc-
tion, and might employ strategies aimed to reduce the
financial efforts to achieve so.

• Auctioneer. Auctioneers are AUs that own one or more
items and are willing to sell them through an auction.
For this reason, they are services in the platform. Auc-
tioneers typically start an auction by notifying own in-
tention to sell an item according to a set of rules, which
collectively form the Auction Model. The choice of the
auction model through which auctioning an item is
made by the auctioneer. In our work, we chose En-
glish Auction[15] as the referring auction model, due
to it wide use. According to rules of the model, thus,
the auctioneer acts as a seller.
It is worth noting that, unlike traditional face-to-face
auctions where the term ”auctioneer” refers to an in-
termediate entity, such as an auction house, in charge
of conducting the auction on behalf of the owner of the
item, in our platform auctioneers are owners of items
that handle auctions directly.

• Auction Centre (AC). ACs provide meeting points for
auctioneers and bidders. Through ACs, in fact, sellers
may advertise their ”wares” and indicate their asking
price, and buyers may advertise their will to pay a
certain amount for particular items. ACs have an in-
fluence that can be related (or not) to a geographic
area, or to a particular type of products or services.
Through the use of self-* properties, ACs might decide
to form a coalition to the extent of reaching a wider
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spectrum of users and/or services, or to specialize in
certain categories if the relevant interested audience
can be localized in the platform. Obviously, given the
delicate position they occupy, ACs will need to pro-
vide a set of trust management, fairness and security
guarantees. Besides, they will enable some level of
control over the auctions, for example by regulating
access through verification of users’ credentials.

ACs contain an Auction Web Page (AWP) that bidders can
consult in order to find out who is selling goods of interest.
An AWP is essentially an overall representation of a set (or
subset) of goods under auction. Advertisement of an item
or service on one or more ACs by sellers equals to a notifica-
tion of seller’s intention to auction the good under the set of
rules there specified by the seller itself. In the context of the
platform, bidders represent users, and sellers represent ser-
vices. Services can become users, for instance, by allowing
agents acting as sellers in certain auctions to act as bidders
for goods in other auctions and vice versa.

3. AUTION UNITS
The AUP is populated with Auction Units (AUs), which rep-
resent physical users in the platform. AUs are agents capa-
ble of behaving as a bidder, auctioneer and/or AC based on
context-awareness and environmental self-knowledge. Com-
munication in the AUP is supported by the ACI, which al-
lows communication to be dynamically adapted to specific
QoS goals.
AUs exploit the concept of mobility by being self-mobile:
AUs are associated with a Physical Location and a Virtual
Location[20] in the network. Consider a physical user B. The
Physical Location PL(B) defines the location of the physical
user B. This can be mobile if the physical user connects to
the platform through a mobile device, and therefore the use
of a middleware for construction of mobile applications such
as [4] can be envisaged. The Virtual Location VL(B), on the
other hand, defines the position of the AU that represents B
in the overlay network. The physical location moves based

on physical movements, while the virtual location moves as
a function of a set of parameters such as context awareness,
security, QoS, etc. We term movements of the VL as migra-
tions.

3.1 Migrations
A migration is the process of delegating auction responsibil-
ities to another node in the platform, and can be regarded
as a form of self-organization. The original, i.e. the delegat-
ing, node performs a migration by creating a virtual location
expressly for a specific auction. This, in turn, is moved to
another node in the network, named the delegated node, to
the extent of conducting the auction from this new location.
Migrations allow AUs to have multiple virtual locations V Li

(AU). These are instantiated and migrated to the delegated
node htey have been instantiated for, to keep a channel be-
tween VLs at delegating and delegated nodes. The exact
rationale for migrating depends on the specific auction con-
text. However, mobility of AUs in the network is directed as
a function of its QoS goals and based on environmental self-
knowledge. Thus, exploiting self-mobility allows the AU to
act opportunistically in the context of one or more auctions.
For example, AUs may use mobility to position themselves
to reach more easily markets with a wider audience (as a
seller and/or an AC) or a market with a more consistent
presence of items of interest (as a bidder).
Migrations involve transferring a certain amount of auction-
related data from the delegating node. This data will then
be used and updated by the delegated node in the process
of conducting the auction on behalf of the delegating node.
Once the auction terminates, all data concerning that par-
ticular auction, i.e. the original data updated and any other
data originated in the process of conducting the auction, will
need to be transferred back to the delegating node.
Migrations might also involve aggregation, intended as the
dynamic formation of a new, composite, AU by the joining
of the VL of delegating and delegated nodes. Aggregations
allow an AU to be present in both the old and the new po-
sition in the network, and are useful when the delegating
AU needs to migrate into a new location while maintaining
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its presence in the old location. Aggregations are decided
based on calculation of the tradeoff between gains and ef-
forts. In addition, the decision on whether to aggregate or
not is taken autonomically, so that this property can be
named self-aggregation.
Consider a scenario in which several nodes located on phys-
ically different networks are interconnected in the auction
platform. Bidders find goods of interest by contacting one
or more ACs. Through them, they learn the virtual loca-
tion of the auctioneers and start bidding. In order to gain
advantage over other bidders, the AU of a bidder might de-
cide to migrate to another node. The reason for migrating
lies in the advantage gained in terms of QoS, perceived at
the new location, towards the auctioneer. For instance, con-
sidering packet delay as a QoS attribute, the bidder might
want to migrate because of a large packet delay suffered to-
wards one or more auctioneers of interest. The autonomic
communication infrastructure determines the ideal node to
migrate to, i.e. the one maximizing the tradeoff between
the QoS perceived towards those auctioneers of interest and
communication efforts needed for migration. Then, the AU
evaluates pros and cons of the migration, for instance by
calculating a tradeoff between the expected gain and the fi-
nancial effort needed to migrate, whereas the delegated node
is willing to charge the delegating node for taking the auc-
tion responsibilities. If the evaluation is positive, the bidder
opportunistically migrates to the delegated node. From this,
the delay towards the auctioneers of interest is reduced and
this might give the bidder a considerable advantage over
other bidders. Similarly, an auctioneer might decide to mi-
grate opportunistically to another node. Based on certain
specified parameters (the perspective to expand its market,
proximity to a larger number of ACs and/or bidders, etc.),
the autonomic platform determines the ideal node to mi-
grate to. In this case, the auctioneer would generate a VL
with which to aggregate to the delegated node. By doing
so, the auctioneer would in fact be able to migrate to the
node while maintaining its presence in the original position.
This allows the auctioneer to start interacting with new AUs
while preserving interactions with previous ones.
Agents in the platform communicate through Auction Mes-
sages, which allow parties involved in the auction process to
exchange information relevant to the auction. The auction
starts with the seller advertising the auction to an AC. Along

with item-related information (such as name, initial price,
etc.), the seller specifies the auction model under which the
item will be auctioned. The AC then updates its AWP with
data about the new auction. Some time after, bidders ask
the AC for retrieval of a specific item, and obtain back a
list of auctions of interest. Once decided the right item(s)
to bid for, a bidder places a bid, based on modes and terms
specified in the auction model, by contacting the seller via
a point-to-point communication. If the bid results to be the
highest, the bidder is as such acknowledged by the seller,
who also notifies other competitors, in particular the former
highest bidder, and the AC about the new highest price.
When the seller decides that the auction is over, notifies all
other competitors, as well as the winner, about the termi-
nation of the auction.
Virtual locations require the ACI to determine the ideal lo-
cation for migration in the network. In addition, autonomic
elements will be necessary to facilitate the exchange of Auc-
tion Messages. In fact, the process of finding offers and
conducting the rational process of auctions involves com-
plex communications (including migrations) with stringent
and highly complex requirements. As an example, consider
location in a time-constrained auction. Bidders capable of
reaching the auctioneer quicker (e.g. closer, in terms of end-
to-end delay) will have better chances to snipe the auction
than bidders a few milliseconds further away from the same
auctioneer. This creates an undesirable position to certain
participants, for instance users of wireless devices which may
have higher loss probabilities. The complexity scales up fur-
ther if we consider that users will often interact with more
than one AC to try to increase their profits.

3.2 Migration Protocol
Migrations take place through a three-phase protocol, de-
picted in figure 3 and described below.

• Phase 1 (Negotiation). The delegating node negoti-
ates terms and conditions of a possible migration to
the delegated node, already individuated as the node
that maximizes the tradeoff between expected gain and
efforts needed for migrating. To this end, the delegat-
ing node contacts the delegated node and requests a
migration to handle a specific auction. The delegated
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node will evaluate whether is convenient or not to con-
duct the auction on behalf of the delegating node. As
a side remark, this might involve considering to aban-
don an auction the delegated node is involved in. For
instance consider the case where the delegated node
is competing itself in the same auction; accepting the
migration would involve the delegated node to aban-
don the auction it is actually involved in (as long as it
is not the actual highest bidder) and thus it decide to
charge the delegating node as a sort of compensation
for abandoning the auction.
The negotiation is said to fail if both parts do not reach
an agreement. In this case, the delegating node, based
on the current situation of the auction and the mar-
ket, evaluates pros and cons of migrating to another
node, which might be the second optimal node, if the
migration is for the same auction, or another node if
the migration concerns another auction. On the other
hand, if a satisfactory agreement is reached by both
parts, the negotiation is said to be successful. In this
case, the agreement has legal document (for instance
through a Service Level Agreement [13](SLA) and, as
such, it binds both parts to respect the terms and con-
ditions found on the agreement itself. In particular,
the contract will specify a clause that will enforce the
delegated node to transfer back all auction data once
this terminates. In both cases, however, the delegated
node notifies the delegating node through a notifica-
tion message and, in case the notification is positive,
the migration process progresses to phase 2, described
below.

• Phase 2 (Transition). If negotiation is successful, the
delegating node broadcasts all competitors a notifica-
tion and starts transferring auction data to the dele-
gated node. From that moment on, the delegated node
is responsible for the auction duties.
This transition phase is critical to the migration pro-
cess, and thus foresees both delegating and delegated
nodes to be responsible for the auction. This is espe-

cially important when the delegating node is a seller
(or an AC) . It might in fact happen that, while in the
process of transferring data to the delegated node, the
delegating node receives a bid (an item retrieval re-
quest) from a new bidder. This occurrence is handled
by the delegating node simply forwarding the message
to the delegated node, as this latter is the new referee
for the auction. When the data has been transferred
completely, the transition phase comes to a comple-
tion. From this moment on, the delegated node will
conduct the auction on behalf of the delegating node.

• Phase 3 (Finalization). This phase starts when the
auction terminates. The delegated node, who has con-
ducted the auction on behalf of the delegating node,
is due to transfer updated auction data back to the
delegating node. When the transfer operation termi-
nates, correct reception of data is then acknowledged
by the delegating node. Then, the delegated node is
requested to permanently delete its local copy of auc-
tion data and, once done, the contrac is exhausted and
the two parts are no longer in business.

4. AUTONOMIC COMMUNICATIONS
The auction platform supports autonomic communication
through the use of a self-aware network[8]. In particular, the
Cognitive Packet Network (CPN)[7] is used in the context
of our work. This technology allows to achieve an a priori
specified QoS goal through communications which are char-
acterized by flows of packets.
Internally, the CPN uses and intelligent routing engine, based
on a Random Neural Network [9] (RNN), that in turn uses
reinforcement learning algorithms to provide routing paths
based on some specified QoS criteria. Criterias may be sim-
ple or composite, including many simple goals (e.g. low
delay and low packet loss). Packets flow over self-adaptive
destination paths. Self-adaptation is achieved by introduc-
ing Smart Packets (SPs) in the network, which carry QoS
goals information and incrementally build a path towards a
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destination under respect of the QoS goals. Smart packets
are sent as a ratio of regular communication packets, so that
changes happen autonomically. To be efficient, smart pack-
ets rely on network monitoring information carried on by all
packets in the network. Information collected by packets is
stored in a virtual board distributed among all participating
nodes in a path.
Paths obtained in this way result self-configured in a way
that they reach the specified destination in respect of QoS
constraints. In addition, the engine autonomously recon-
figures paths when unforeseen events, such as performance
drops or nodes internal to the path crash, make the selected
path no longer available or suitable for the specified QoS
constraints. In other words, CPN paths are self-organizing.
The use of smart packets to build self-adaptive paths also
enhances self-aggregation in the network, intended as the ca-
pability to autonomically aggregate to other nodes, with the
purpose of providing a comparative advantage with respect
of one or more auctions. In addition, as more aggregations
take place, the virtual board will constitute a larger knowl-
edge network to be used by nodes in the platform as a base
for understanding the network context they operate in and
learning patterns for more stable and robust future aggre-
gations.
Ideal nodes for possible migrations are individuated, at this
level, by evaluating a function that considers the unified
QoS level. Consider a networked auction scenario consist-
ing of a number of AUs and ACs, connected through the ACI
(Figure 4). Suppose that AC0 is aware of m auction centers
AC1, . . . , ACm. Suppose also that AC0 wishes to participate
as a bidder of an auction involving AU1, AU2, . . . , AUn. To
handle the request, AU0 produces AU ′

0, a virtual auction
unit responsible for this specific operation. In fact, AU ′

0 is
normally expected to interact with the virtual counterparts
of AC1, . . . , ACm and AU1, AU2, . . . , AUn as the same op-
portunistic process can be applied to them. However, these
virtual operations, external to AU ′

0, need to be hidden by the

autonomic infrastructure to AU ′
0. To simplify the descrip-

tion, we simply refer to them using their physical notation.
The autonomic communication infrastructure provides AU ′

0

the means to establish communication paths towards its
counterparts, involved in the auction, to allow the exchange
of auction messages. Specifically, assume that the current
location of AU ′

0 is node i. The network provides a set of
paths

Pi = {PAU0 , . . . , PAUn , PAC1 , . . . , PACm}, (1)

one for each destination, and a set of QoS metrics

Q = {Q(AU0), . . . , Q(AUn), Q(AC1), . . . , Q(ACm)}, (2)

corresponding to current observations of the relevant per-
formance of each path. Note that Q(AU0) denotes the QoS
observation of the communication channel between i and
the original auction unit where the bidder resides. Note
also that the elements of Q provide an indication of the
communication performance and other parameters between
AU ′

0 and another auction element (AU or AC) in either (or
both) direction. In general, each of the elements of Q are
combined quantities of basic QoS metrics of interest and
other parameters (e.g. monetary cost).
A unified evaluation of the current location of AU ′

0 with
respect to the auction is a function:

Gi = f (Q(AU0), . . . , Q(AUn), Q(AC1) . . . , Q(ACm)) (3)

where f is defined to match the type of auction being used,
the preferences of the user and specific goals for the auction.
A migration to a node j might occur only if Gj > Gi and
an ideal migration would occur when Gj = max(Gk) > Gi

for all known nodes k.
Knowledge of the estimated performance Gj from different
locations j (other than the current location of AU ′

0) may be
inferred from P and Q by composition techniques.
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5. PRELIMINARY MEASUREMENTS
The auction platform just described is under development.
However, a first implementation does exist and on this we
conducted some preliminary experiments. The process of
auctioning items follows the model for the analysis of single
networked auctions[11], where a seller continuously auctions
a single item through an English Auction model. Bids are
assumed to increase the price offered of one unit of currency.
The seller receives one bid at a time and, upon reception,
takes some time to evaluate goodness of the bid. The time
spent in this thinking activity is based to a decision time,
specified a priori and generated according to an exponential
distribution of rate d.
While evaluating the goodness of a bid, the seller might re-
ceive another bid offering a higher price. In this case, the
seller discards the previous offer and repeats the same pro-
cess, i.e. spends some time considering the offer for final
acceptance, for the new offer. When the evaluation time
finishes, the seller terminates the auction by selling to the
owner of the bid with the highest price.
At bidding side, bidders contact the AC for retrieval of auc-
tions for items of interest. The timing for the retrieval is
established according to a bidding time, and the interval
time is generated exponentially with a bidding rate b. The
model for single networked auctions foresees the presence of
a single seller auctioning one item at a time, and therefore
the list of items received will always contain one auction.
Once retrieved the auction of interest, the bidder decides
whether to bid or not. Provided that the bidder is not al-
ready leading the auction, in which case no action can be
taken, this decision is taken by watching at the price that
should be offered for item. Each bidder contains, in fact,
an internal representation of the maximum value attributed
to the item, V . This value is randomly generated on each
bidder, according to a uniform distribution, and essentially
represents the maximum price the bidder is willing to offer
for that particular item. If the price to be paid in the next

possible bid exceeds the value V of the item, then the bidder
retains that the item is not actually worth the price to be
paid, and decides to terminate its involvement in that par-
ticular auction. On the contrary, if the price to be offered
with the next possible bid does not exceed the value V for
the local maximum value, the bidder places a bid. In this
case, the bider contacts the seller directly, without involve-
ment of the AC through point-to-point communication, and
places the bid instantaneously.
In the scenario described above, it is of interest to estimate
the average seller income per unit of time. In fact, given that
the maximum achievable price is bounded by the maximum
among bidders internal values, trying to achieve such maxi-
mum value will result in the seller spending too much time
in evaluating bids and, in turn, a decrease in its average in-
come per unit of time. On the other hand, forcing decisions
to be too fast in time will result in the seller not exploiting
bidders’ competition, thus deciding on low offers and over-
all not reaching the optimal income per unit of time. The
timing for decisions is directly influenced by the decision
rate d mentioned above. Therefore, setting d to be small
will result in the average time spent in deciding to be high,
whereas setting d with higher values will increase the speed
of decision time.
Experiments were conducted in sets of 30 minutes-long ses-
sions with fixed decision and bidding rates. In each session,
we recorded the start time and termination time of each
auction, and calculated the seller income, for the units of
time corresponding to duration of the auction, by dividing
the final selling price by the auction duration. At the end of
the session, the average seller income per unit of time was
calculated by dividing the seller income per unit of time cal-
culated in each auction by the duration of the session.
The result of sessions with different data set are shown in
figure 5. There, the the average seller income per unit or
time is drawn as a function of the decision rate. Symbols in
each line refer to the decision rates used as sample points for



Figure 7: Simulation of average and ideal group dis-
tances in a 5× 4 grid.

the data fathering operation, and the four lines represent in-
come obtained with different bidding rates. As expected, the
income is seen to start at very low figures when the decision
rate d is set to small values as to indicate that the seller has
spent too much time in evaluating bids. The income is seen
to grow when bidders place bids at a faster rate, but still the
income is low. As the decision rate is set to higher values,
the income per unit of time increases. However, for very
high values the curve shows a tendency to decrease. This
is due, as mentioned earlier, to decisions becoming too fast,
resulting in terminating the auction before bidders reaching
values close to their corresponding V and effectively limiting
bidders’ competition.
The graph clearly shows that the seller income per unit of
time reaches a peak and, therefore, that the decision rate
can be balanced so as to achieve an optimum value. It is
also possible to note how such optimal value is shifted to-
wards higher decision rates, when the bidding rate increases.
In addition to what said, the graph shows how the selling
price increases as the bidding rate increases.
This concept is better studied in figure 6, that shows the
selling price as a function of the bidding rate. Data in this
graph is calculated by simply averaging the selling price of
each auction in a session, and running sessions with various
bidding rate. The decision time is kept fixed at d = 0.5 in
all sessions.
Unsurprisingly, the graph shows that the higher the bidding
rate, the higher the selling price. However, it can be noted
that the difference in the average price is bigger when in-
creasing the bidding rate from b = 1 to b = 2, and this
seems to suggest proximity to the optimal seller income per
unit of time.

6. EXPECTED IMPACT OF SELF-MOBILITY
The graphs in figures 5 and 6 clearly show that increasing
the rate at which bidders place their bids increases the pos-
sibility to achieve higher final selling prices, also increasing
the seller income per unit of time. Albeit in our experiments
such rate is generated based on an exponentially distributed

rate, in real scenarios the rate at which bidders place their
bids is influenced by many factors. Some of them, such as
the worthiness of the price for that specific item and the
impact on the current budget, depend on internal strate-
gies, which are typically employed to the extent of trad-
ing an increase in own chances to win an auction against
the financial efforts needed. However, some other factors
are influenced by interactions that take place externally to
the actual bidder. A typical example is communication. In
auctions whose average duration is in the order of minutes,
such as the ones under consideration, the capability to place
timely bids assumes importance at both selling and bidding
sides. While, in fact, allowing to increase the bidding rate
and consequently the selling price for an item at selling side,
timely bids allow to increase own chances to win by ham-
mering competition.
As an example, consider two bidders bid1 and bid2 which
are the last remaining ones to compete for an item un-
der auction whose current price is x. Suppose they are
willing to pay the same amount of money for the same
item, i.e. Vbid1 = Vbid2 , and suppose they place a bid,
ybid1 and ybid2 (with ybid1 = ybid2 = x + 1) at the same
time. Finally, suppose the bid they are about to place is
the maximum price they are willing to pay for that item,
i.e. ybid1 = ybid2 = x + 1 = Vbid1 = Vbid2 . Then, in this
situation the winning bid will be the “fastest” one, i.e. the
one reaching the seller more quickly.
Communication is therefore a factor that can contribute to
increasing the bidding rate. In our platform, communication
optimization can be achieved through migrations. In fact,
as mentioned earlier, bidders can decide to migrate to new
locations based on the QoS perceived towards the seller of
a specific auction (or sellers of a set of auctions). In order
to show how migrations contribute to such extent, we sim-
ulated such a scenario.
We expect that our experimental activities will show the
effectiveness of migrations in handling time-sensitive com-
munications for auctions. The current test-bed consist of
20 nodes arranged in a grid of 5 × 4 and connected with
100 Mbps links. Experiments were conducted to investi-
gate the benefit of migrations in reducing group distance to
destinations for auction traffic. For the sake of simplicity,
we conducted the experiments using hop count as the basic
metric in all calculations of group distance. However, more
interesting metrics, such as latency, can be quickly adopted
by the system as the underlying CPN already has support
for them.
The experiments modeled auction activity with synthetic
traffic and they consisted in randomly selecting a source of
traffic and a number k of destinations. In addition, simu-
lated auction parties are assumed to migrate according to a
migration rate. Such rate was a priori fixed for each exper-
iment run.
Figure 7 compares the group distance configurations ob-
tained from the initial traffic configurations, i.e. random
locations of source and destinations with ideal configura-
tions. The comparison is then expressed as a function of
the group size. Ideal configurations were obtained assuming
perfect knowledge of the network at each point of the grid so
as to calculate an optimal migration of traffic source. The
results show that significant gains could be obtained by an
adequate mechanism to handle virtual mobility.
A set of test-bed experiments were carried out to illustrate



Figure 8: Measured group distances in network test-bed.

the benefits gained by virtual mobility as driven by net-
work information made available by the underlying CPN.
The experiments consisted in randomly selecting a source
and k destinations on the grid test-bed, and transmitting
a flow packets (representing auction traffic), at a rate of
100 Kbps for 10 seconds with a pre-selected migration rate.
The smart packet rate was kept to 10% during all experi-
ments so that both self-adaptation and self-configuration oc-
cured during experiments. A high migration rate indicates
a higher chance for finding a better location in the network
as migration calculations occur more frequently. Figure 8
shows the average group distance of 4000 instances of the ex-
periment against the migration rate (in migrations/second).
The two curves represent groups of four and six destina-
tions, and they clearly show a decrease in the average group
distance as the migration rate increase.

7. CONCLUSIONS
We have discussed the structure of an autonomic networked
auction system that provides participants an opportunistic
advantage in terms of QoS communications. The system of-
fers participants the benefit of self-adapting communications
and self-configuring location selection via virtual mobility of
the application, both of which will allow users gain compar-
ative advantage over other participants to maximize utility.
Our on-going work includes further development and exper-
imentation with more realistic traffic sources and extended
performance evaluation. Also, we expect to develop a com-
parable application to operate with autonomic communica-
tion elements (ACE) and extended autonomic functional-
lity, which is currently being investigated by the IST CAS-
CADAS project.
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