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ABSTRACT

1. INTRODUCTION

Basically, LR-WPAN is a wireless communication netiking
technology for specific applications such as those requiring low-
cost and low power. That is, for networks whose main purpose is
to process the relevant data that is collected by the network
devices and reported to the sink.

Energy Efficiency is one of the key issues in Low Rate Wireless
Personal Area Networks (LR-WPANS). So far, many research
papers have been published on the subject of energy efficiency
However, the throughput in LR-WPAN hasn’t been extensively
investigated. Therefore, in this paper, we focus on improving the
throughput and energy efficiency. LR-WPAN is designed for

short range wireless communication based on low power Accordingly, LR-WPAN is widely used in fields that require a
consumption and low cost. In this type of network, the relatively low data rate and low quality of service. In this type of
communication capacity may be limited by the low HW network, the sensor devices usually operate as an independent RF
specifications such as the small memory size (e.g. networktransceiver without any external power supply. Therefore, they
interface buffer) and low processing capacity. In this study, we require electric cells or other form of independent power supply.
focus on the former limitation. In this situation, congestion occurs | R-WPAN has the advantages of easy installation and low cost
at the Cluster Head (CH) or coordinator owing to its small OA&M (Operation, Administration and Management), so it
memory size, which may lead to packet dropping and a reductionshould have good durability.

of the overall performance. Therefore, we approached this ) )

problem from the viewpoint of improving the throughput. For this reason, when we design an LR-WPAN, the most
Network Devices should consider the congestion situation at theiMPortant factor is to operate it with energy efficiency. Nowadays,
sensor nodes and adopt adaptive data rate control to avoid thi§@ny wireless communication engineers are studying LR-WPAN
situation. The improvement in the throughput and energy from the viewpoint of the energy efficiency.

efficiency afforded by the adaptive data rate control scheme that istg solve the problem of excessive energy consumption, two
proposed in this paper is confirmed by the network simulation methods can be used.

results.

The first method is to adapt the duty cycle according to the
network environment. However, the synchronization problem
must be resolved prior to the application of a variable duty cycle.
It this problem is not solved, it may lead to a decrease in the
network throughput. The second method, the solution is to limit
the transmission power at the RF transceiver. However, this
scheme requires multi-hop network protocols. And, it may have

Categories and Subject Descriptors

C.2.1 [Computer Communication Network]: Network Protocols,
Wireless Communication -Beacon, Queue, Data Rate; C.4
[Performance of Systems]: Performance AttributesThroughput

General Terms an implicit weakness that may result in lower throughput.
Design, Measurement, Performance Therefore, we always need to associate the energy efficiency with
the throughput when we consider the energy consumption.
Keywords As mentioned above, the sensor devices that constitute the LR-
LR-WPAN, 802.15 MAC, Performance, Data Rate, Throughput, WPAN have low-cost HW requirements. Consequently, the
Energy memory size that is needed by a specific processor and protocol is

limited by the specific circumstances. Hence, congestion may be
induced by the limited capability or insufficient resources on the
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congestion and dropping due to the limited memdny, also

obtain an improvement in the throughput and enecgysumption.
The aim of this study is to control the data rat¢ha transmitter
by receiving feedback information from the receivEe receiver
always monitors its memory of the network interfaadiich is

referred to as a network interface buff@uéue).

2. BACKGROUND
2.1 Frequency Bandsand Data Rate

Each sensor device in the LR-WPAN can be operated ane or
more frequency band. The spreading parameters aatd d
parameters concerning the LR-WPAN are specified in
IEEE802.15.4, as shown in Table 1. The LR-WPAN déad
supports data rates of 20/40/100/250Kbps.

Table 1. Frequency Bands and Data Rate

coordinator. In other words, all of the network ideg are within
the coordinator’s coverage area. On the other hdmedpeer-to-
peer topology is appropriate for cluster based agtsv Generally,
a large network may consist of a few small netwpdexh having
its own CH or coordinator.

2.3 Beacon Message

The main purpose behind the beacon message is rforme
network searches. Additionally, it is used for deting broadcast
information. Also, the beacon message is used fetwark
coordination and synchronization such as for tHecation of
Guaranteed Time Slots (GTSs). To support the varimassages
including the beacon message, the LR-WPAN definggds of
MAC frame which are Data, ACK, Command and beacon
message.

0,5,6,10

2.2 Wireess Sensor Network Topology
LR-WPAN can aid the sensor devices to form a ndtwmpology.
The main reason for examining the network topol@sgthat it is
closely related to the network performance. Soubgerstanding
the formation of the network and the communicatietween the
network devices, we can more easily achieve an oppaite
design for applications over the LR-WPAN. We casoabetter
identify implicit problems such as which node i thottleneck
point.
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Figure 1. Low Rate WPAN Topology Examples

The star topology is a type of network which istabie for
specific applications that need limited spatialeage. In the star
topology, all of the network devices are arrangeatering on the

2 1 40r10 or 14 2 k m n 2
PHY Frequency | Spreading parameters Data parameters Frame| Sequence| Addressing Asix(illif:iry Super-frame| GTS iszg;gg Beacon ECs
Band - - Control| Number Fields ty Specification| Fields| * _. Payload
(MH2) (MH2) Chip rate M odulation Bit rate| Symbol rate Symbols Header Fields
(kchip/sec) (kb/sec) | (ksysmbol/s)
g6 | 868-868.§ 300 BPSK 20 20 Binary Figure 2. Schematic View of Beacon Frame
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coordinator has a packet to broadcast over itsragee
area.

If a beacon-enabled network is used, the netwondicdefirst
synchronizes with the beacon frame to check wheither the
destination or not.

In this paper, we propose the use of a modifiedgaalyfield in
the beacon message, in order to enable the cotwdit@areport
the congestion of its network interface buffer.

3. ADAPTIVE DATA RATE DESIGN

As shown in figure 3, in beacon-enabled LR-WPAN ttetwork
device has to stand by until it receives a beacessage from the
PAN coordinator. If the GTS isn’t allocated to thetwork device,
it has to transmit its data frames during the cutiwe@ period
according to the CSMA/CA procedure.

: Network
Coordinator Grav s
Beacon
Data
Acknowledgment
(optional) 7

Figure 3. Communication to a coordinator in beacon-
enabled network



The main problem which we deal with herein is @ansmit the
data to the coordinator at a static data ratehdf tR-WPAN

allocates slots to the network device using only RTS/CTS
procedure, it brings about congestion in the cowmidir, because
it doesn’t take into account the latter's capaaitg capability.

Especially in the case of a cluster-tree netwoekesal CHs may
want to transmit data frames from the network devic the

coordinator at the same time and, consequentlyersegueuing

delays may occur in the CH's network interface bufSometimes,
this leads to packet dropping. This phenomenon imegome

worse when a lot of data frames converge into dlsmanber of

CHs and coordinators based on a static data rate.

An increase in the number of dropped packets isdesirable
from the viewpoint of the network throughput. Alsdropped
packets lead to unnecessary retransmission anficieef energy
consumption. Therefore, in this paper, we propbseuse of an
adaptive data rate control mechanism by controlthgy capacity
of the CH or coordinator according to the curremtwork
interface buffer status. Finally, we attempt teyamt the CH or
coordinator from dropping packets from the netwaekices.

Until now, we described the overall problem. Newte will

provide a more concrete understanding of the padkepping
phenomenon and describe the adaptive data rateoteoheme in
detail.

At this point, it is necessary to describe the éhpgemises on
which the mechanism proposed in this paper is baSest, the
network interface buffer of the CH or coordinatasta maximum

storage capacity df packets. Second, the packet generation and

arrival process from each network device to thedCldoordinator
follows a Poisson distribution. Finally, the semvidcime for
packets to be transmitted from the network interfaaffer of the
CH or coordinator follows a general distribution.

Buffer Structure at Network Interface

_ - Packet arrival A
Queue Length e

_______ Packet arrival A
a— |

%

& Packet arrival A«
Drop if the buffer is full

Figure 4. Network Interface Buffer Structure

Consequently, the arrival rate per unit time at @kl or
coordinator can be described by the following eiquat

A=A
i=1

As mentioned above, the ultimate purpose of thidysts both to
avoid the dropping of packets and enhance the @iaapacity in
the LR-WPAN. To optimize the performance, it is idasle to
prevent overflow and underflow at the network ifgee buffer.
When overflow occurs at the network interface hyffe
unnecessary transmissions arise which lower theggredficiency,
and this gives rise to a lower throughput.

(i:ith node, n :# of nodes)

1)

Allocating a large buffer size may cause an in@eas the
queuing delay at the network interface buffer, Wwhiould result
in TCP Retransmission. So, we have to avoid
retransmissions. Given the requirement of low fmst R-WPAN
HW, it is generally preferred to make the buffaessmall.

Consequently, it is important not to allow packebpping to

occur in spite of the small size network interfdoeffer by

appropriately adapting the value af Therefore, to allow the
network devices to support the use of an adaptata cate, we
first have to take into account the delivery caligbof the CH or

coordinator to the network devices. As shown guffe 5, the CH
or coordinator always consistently or periodicaiynitors the
amount of packets in its network interface buffecading to the
threshold value.

If the number of packets to be serviced is oveergamn threshold
which is configurable by the operator, the LR-WP2Addgards the
current state as congestion. At this time, the dioator has to
broadcast a beacon message to all network dewidasorm them
of this state of congestion.

LI

Thregshold
Fiaure5. Network Interface Buffer Monitorina

‘ I ‘ ‘] ] l <}— Facket arrival A

We covered the usage of the beacon message affigldtsin
chapter 2. Currently, we know that the payloaddfiehn be
defined by the network designer. In this paper,ngaly define
the Congestion Notification FieldCNF) which occupies one
octet in the payload field. Figure 6 shows the pssa payload
field in the beacon message.
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Figure 6. Schematic View of Proposed Beacon Frame

The CNF field is set to a value of 1 in the case wheregestion
occurs at the network interface buffer. Otherwike, field will be
set to 0. This field may also include the identifythe CH or
coordinator.

P{Rj1 IR} =p, P{Ri4|IR}=a (2
o | CNF=0 o | CNF=0 o | CNF=0
g | CNF=1 q | CNF=1 q | CNF=1

Figure 7. Proposed Data Rate Control Scheme

these



According to theCNF value, all of the network devices perform
the proposed data rate control scheme describeztjbgtion (2),
as shown in figure 7.

Here,R; is the current data rate of a certain network devicthis
device receives a beacon message Wik value=0, it has to
change its data rate 1., Otherwise, if the device receives a
beacon message Wi@NF value= 1, it has to change its dataRp

1. This control scheme is very simple to implement.

The reason we approach the problem from the viewtpof
random probability parametens éndq) when we decide the rate
is that the network interface buffer is not all@echto a particular
network device or its flow. Therefore, we cannohfaon which
network device or flow contributes to the congestio
Consequently, the final aim of this paper is tasatequation (3).

We attempt to ensure that the transmission data oétthe
network device is nearly equal to the arrival ratethe CH or
coordinator. The notatioR, is the transmission data rate of ttte
network device.

R=li{gﬁi (for i) (3)

This equation will be almost satisfied when theee little
congestion at the CH or coordinator. Therefore, \takie of 4;
will converge toR .

Next, we will demonstrate the superiority of theposed method
by simulation. By means of simulation, we will conf the

decrease in the number of packets which are drogpet its

effect on the throughput and consumed energy.

4. PERFORMANCE EVALUATION
4.1 Simulation Modeling & Configuration

Network Simulator version 2 (NS-2) is the mostahii¢ simulator
to operate in the UNIX and Linux System environmand it can
be applied to wired and wireless network environtsiehherefore,
it is known as a powerful network simulator.
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Figure 8. Network Topology Captured by NS-2

Figure 8 shows the configured network topology usederify
our proposed algorithm. Many network devices (N4dB, 6, 7, 8,
9) are already associated with their CHs (Node, B) and the
CHs are also associated with the coordinator (N\)de

For this simulation, we configure the wireless eomwment
parameters and protocols as shown in table 2.

Table 2. Simulation Configuration Profilefor LR-WPAN
Type
Base Frequency
Channel Model

Simulation Environment
2.4GHz
Wireless / TwoRayGround Model

Antenna Type Omni Directional
Link Layer IEEE802.15.4 MAC + ARP
Routing AODV Routing
Network I/F Drop-Tail Queue
Type (Network Interface Buffer)

The traffic source sends packets to the coordirfaltowing a
Poisson distribution. The other parameters related to ttadic
pattern are shown in table 3 in detail.

Table 3. Network Configuration and Traffic Pattern

Type Configuration

Network Topology Beacon Enable Cluster Tree

10 (Coordinator : 1, CHs : 3,

Number of Nodes Network Devices : 6)

Area (Transmission Range) 50%50 nf (15 nt)

Number of Flows Totally 12 Flows

Poisson Manner
(4 = 66.7 per second)

Traffic Generation
Manner

Beacon Order : 3

Beacon Mode Super-frame Order : 3

Finally, to verify our proposed adaptive data ratechanism,
we introduce some configurable parameters andhsdét default
values as shown in table 4.

Table 4. Configurable Parametersfor Simulation

Configurable Parameter Default Values
Queue(Network
Interface Buffer) Size 15,20, 25
Queue(Network o
Interface Buffer) Threshold 50%(0.5)
Probability Parameterg,(q) 0% ~ 70% (0~0.7)

We allocate a small network interface buffer sizeorder to
verify the reduction in the amount of packet droypin the worst
case. This is the purpose of our simulation. Wamgghe network
interface buffer size as a bottleneck point in leéwork, and the
threshold parameter is used as a linear measutes afongestion
at the network interface buffer. Finally, we inttmg the
probability parameter¢p, q) for adaptive data rate control. As
mentioned above, when it receives a beacon mess#dyeNF,
the network device regulates its data rate. Howewerapid



increase or decrease in the data rate will resubt throughput
fluctuation phenomenon. Therefore, we prevent witsation
from arising by regulating theor q parameters.

4.2 Simulation Results
First, we configure the network interface bufferes{e.g. queue
size) and its threshold. Second, we also vary ttabagbility

parametersp, q), between 0% to 70% to increase or decrease the

date rate. The simulation results are shown inrégl9, 10, and
11. Firstly, we analyze the throughput in termsh&f Goodput in
figure 11. In this simulation, the Goodput was ab@0Kbps
whenp andq were set to 0%, which represents a static daéa rat
However, in the case whepeandq are between 10% and 30%,
the output is 1.2 ~ 1.5 times the Goodput. Theeefove can
obtain a performance improvement with valuep @hndq in the
range of 10% ~ 30%. At this point, we have to cdesithe
energy consumption. If the proposed mechanism weepgovide

a good performance gain compared to the static date
mechanism, but with inefficient energy consumptibmyould not
be satisfactory. However, the results show that émergy
consumption is lower than that obtained with thetistdata rate
mechanism. In effect, we can achieve both throughpd energy
efficiency with the proposed mechanism.

According to Figure 9, ifp and g are over 40% or 50%, the
Goodput decreases below the initial value corregdimgnto non
adaptive data rate control. This is because thet giarameter
configuration results in worse throughput. Therefore have to
optimize the performance by taking into account tietwork
topology.

30000 -

20000 -

10000

Goodput at application level [bps]

Queue Size : 15 Packets
Queue Size : 20 Packets
——— Queue Size : 25 Packets

T ¥ T !
0 20 40 60 80
Probability arameters (p = q)

Figure 9. Goodput according to the network interface
buffer size & probability parameters (p, q)

Additionally, we calculate the successful transmissratio
according to the probability parameteps ), as shown in figure
10.

#successful transmission packets
#total transmission packets

Successful Transmission Ratio =

interface buffer of the CH or coordinator is deseth Therefore,
we would expect the proposed mechanism to imprbeeshergy
efficiency.

1.0

0.9

0.8 4

0.7

Successful Transmission Ratio

0.6

Queue Size : 15 Packets
Queue Size : 20 Packets
——— Queue Size : 25 Packets

0.5

0 20 40 60 80
Probability Parameters (p = q)

Figure 10. Successful Transmission Ratio

Finally, we estimate the consumed energy usindetiergy Model
in NS-2. Figure 11 illustrates the consumed eneirgyour

simulation. It is important to mention that a retioie in the

consumed energy doesn't necessarily mean an immeniein the
performance. If the throughput is decreased aloitiy tve energy,
it is not good solution. Therefore, the throughplould be kept
at the same level or increased while reducing thergy

consumption as compared to the previous scheme.

Figure 11 shows that the energy consumption isyavess than
that in the current LR-WPAN scheme. It is also aoméd that the
maximum throughput is obtained in the case whpesndq are
10% ~ 30%. Now, we can consider both the througtgnd
energy consumption together.

At the maximum throughput point, we obtain a redhrctn the
energy consumption compared to the non adaptive date
scheme.

444

4.2 4

4.0 4

3.8

Consumed Energy (dBm)

Queue Size : 15 Packets
Queue Size : 20 Packets
36 ——— Queue Size : 25 Packets

0 20 40 60 80
Probability Parameters (p = q)

Figure 11. Energy Consumption

This is possible on condition that the configurgtdeameters is

Figure 10 shows that about 70% ~ 75% of the packets gppropriately tuned. According to Figure 11, as takies of p

successfully arrive at the coordinator from thenoek device if
non adaptive data rate control is applied. Howewethe case of
the proposed algorithm, over 90% of the packetcesstully
arrive at the coordinator from the network devi€his result is
shown in terms of the successful transmission .rétios result
shows that the number of dropped packets in thevamkt

and q increase, the successful transmission raorhes larger.
However, at the same time, the Goodput decreaSeasequently,
configuring the parameters strictly may not give best results in
terms of the throughput. So far, we have examinbhd t
performance of the adaptive data rate algorithmmfrthe
viewpoint of the throughput and energy consumpliased on the



NS-2 simulation. In the case of a small allocatetivork interface
buffer size, we can obtain a better throughput byirig the
configurable parameter appropriately.

In the simulation, we obtain an approximately 1.5~fimes
increase in the throughput and approximately 0.98b-Gimes
decrease in the energy consumption at the maxinmoughput
point over the static data rate mechanism when andigure the
parameters as follows :

Param: p andq=0.1 ~ 0.3 (10%~30%), Threshold = 50 %

In this study, we included a few scenarios in whiod network
interface buffer threshold is 50%. However, if wene the
configurable parameter according to the networlolmgy, we
will obtain a better throughput for the specifidwerk topology.

5. CONCLUSION

Extending the network lifetime by minimizing the ezgy
consumption is one of the most active researclidieh LR-
WPAN.

In this paper, we propose an adaptive data rat@amnésm.

This algorithm first considers the network intedaduffer
capacity of the receiver (CH or coordinator) ane teceiver
monitors the network interface buffer state to dutee whether it
exceeds the threshold or not.

If the number of packets in the network interfacdfdr exceeds
the threshold, the coordinator broadcasts a newdnemessage
with a modified payload field to inform the netwodevices to
control their data rate. Through this mechanism,cese improve
the performance in terms of both the throughput endrgy
efficiency. These two factors together allow théwoek lifetime
to be extended.

Through the performance evaluation, we confirmexvélidity of
the proposed mechanism using the NS-2 simulator
demonstrated its superiority over the current séhem

and

We hope that the proposed data rate control mesmanmill
contribute to the performance enhancement of WPAN.
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