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Abstract. Key distribution is of a critical importance to security of
wireless sensor networks (WSNs). Random key predistribution is an ac-
knowledged approach to the key distribution problem. In this paper, we
propose and analyze two novel improvements that enhance security pro-
vided by the random key predistribution schemes. The first improvement
exploits limited length collisions in secure hash functions to increase the
probability of two nodes sharing a key. The second improvement intro-
duces hash chains into the key pool construction to directly increase the
resilience against a node capture attack. Both improvements can be fur-
ther combined to bring the best performance. We evaluate the improve-
ments both analytically and computationally on a network simulator.
The concepts used are not limited to the random key predistribution.

Keywords: hash function collision, key management, random key pre-
distribution, security, wireless sensor network.

1 Introduction

A wireless sensor network (WSN) consists of resource-constrained and wireless
devices called sensor nodes. WSNs monitor some physical phenomenon (e.g., vi-
brations, temperature, pressure, light) and send measurements to a base station.
There are several classes of sensor nodes available – ranging from high-end nodes
that can easily employ public-key cryptography down to nodes that can barely
make use of any cryptography at all. In our work, we consider cheap and highly
constrained nodes that can use only symmetric cryptography and their storage
is just a few kilobytes.

Key distribution is one of the greatest challenges in WSNs. Since network
topology is usually not a priori known, every node should be able to establish
a link key with a large portion of other nodes to ensure the connectivity of the
network. To achieve this requirement, nodes may pre-share a single network-
wide master key and use it to establish link keys. However, if a single node with
the master key is captured, then the whole network gets compromised. In an
alternative approach, each node pre-shares a unique link key with every node.
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This offers much better security, yet hits the memory limits as number of nodes
in the network increases.

A suitable trade-off between the two approaches comes with the random key
predistribution [1]. Every node is preloaded with a fixed number of keys ran-
domly selected from a given key pool. After the network deployment, two nodes
establish a link key if they share at least one key from the key pool. The scheme
can be extended to require at least q shared keys [2].

In this paper, we propose two improvements of the basic random key predis-
tribution schemes. In the first improvement, we increase a probability that any
two nodes establish a link key while maintaining memory requirements fixed. For
this purpose we construct the key pool using limited length (e.g., 80-bit) colli-
sions in a secure hash function. We also provide an evidence that such collisions
can be found in a reasonably short time on today’s personal computers.

The second improvement introduces hash chains into the key pool structure
to directly enhance the resilience against a node capture attack. Both the im-
provements can be further combined together to bring the best performance.
These improvements are particularly advantageous for situations in which the
attacker manages to capture a significant number of nodes.

The structure of the paper is following – we review the basic random key
predistribution schemes and other related work in Section 2. We present and
evaluate the first improvement in Section 3 and the second improvement in
Section 4. Then we evaluate their combination in the following section of this
paper. We provide computational results from a network simulator and proof of
concept for the collision search in Section 6, and then the last section concludes
the paper. Proofs of selected equations can be found in the Appendix.

2 Background and Related Work

In this section, we provide a background knowledge on the basic random key
predistribution schemes and other related work.

Our proposals modify the basic random key predistribution schemes proposed
by Eschenauer and Gligor [1] and Chen et al. [2]. We refer to the schemes as to
the EG scheme and the q-composite scheme, respectively, in our paper.

The EG scheme works as follows: in the (i) key setup phase, a key pool S is
created by randomly taking |S| keys from the possible key space. Then, for every
node, m keys are randomly drawn from the key pool S without replacement and
uploaded into the node. These keys form a key ring for the given node. If |S|
and m are chosen properly, any two nodes in the network share at least one key
with a high probability. E.g., for a key pool size |S| = 10, 000 and a ring size
m = 83 the probability that any two nodes share a key is p = 0.5.

In the (ii) shared key discovery phase, every two neighboring nodes try to
identify shared keys among their key rings. This can be done by various methods.
E.g., every key can be assigned a short unique identifier that is broadcasted by
the nodes that have the corresponding key in their key rings. If a shared key is
found, it is used as a link key for the communication between the two nodes. If
not, the link key can be established in the path-key establishment phase.
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The (iii) path-key establishment phase is optional. It uses already secured links
to establish link keys between two neighboring nodes that could not establish a
link key directly as they had no shared key or their keys were compromised [3].

The q-composite scheme is a generalization of the EG scheme. In the shared key
discovery phase, two nodes establish a link key only if they share at least q keys
in their key rings. The resulting link key is derived from all the shared keys.

2.1 Node Capture Resilience

The performance of random key predistribution schemes is evaluated with re-
spect to the node capture resilience [2]. It can be defined as the probability that
a given secured link between two uncaptured nodes can be compromised by an
attacker using keys extracted from already captured nodes. In other words, the
node capture resilience is a fraction of secured links between uncaptured nodes
that can be compromised by an attacker.

The node capture resilience is mostly influenced by the following three factors
– the ring size m, the key pool size |S| and the probability that any two nodes in
the network can establish a link key. These values are to some extent determined
by properties of the network concerned. The ring size m is limited by a storage
capacity of the network sensor nodes. If we want the network to be connected
by secure links, the minimum required probability of a link key establishment
is given by the size of the network and by the average number of neighboring
nodes (for details see [1]). Given the m and the minimum required probability,
the |S| is uniquely determined. Note that in the q-composite scheme also the q
influences the node capture resilience and the key pool size |S|.

2.2 Other Related Work

The basic schemes have been modified by Ren et al. [4]. The key pool in their
scheme consists of a large number of keyed hash chains where every hash chain
element is considered a unique key. Every node is then assigned a number of such
keys and a number of whole keyed hash chains represented by their hashing keys
and chain starting points. Deterministic and hybrid approaches how to select
keys for key rings based on combinatorial design are proposed in [5]. These
approaches enhance the performance of the basic schemes and similarly to them
can be also further improved with our proposals. For other key distribution
schemes in WSNs see the survey [6].

Our first proposal is based on hash collisions. Rivest and Shamir took an ad-
vantage of hash collisions for a security gain in the MicroMint micro payment
scheme, where an electronic coin was represented by a hash collision [7]. How-
ever, their scheme relies on the security economics rather than on computational
complexity per se. An attacker with a computational power equal to the broker
is able to cheat by finding a collision with given properties. In our scheme, an
attacker needs to find a pre-image for a given hash.

As far as we are aware, the first usage of hash-chains for key agreement ap-
peared in [8].
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3 Collision Key Improvement

We propose a modification to the basic random key predistribution schemes.
Keeping the key ring size m and the key pool size |S| same as for the basic
schemes, this modification additionally increases the number of keys that two
nodes may share.

In our scheme, two nodes X and Y can share a key directly as in the basic
schemes. Furthermore, an additional shared key C can be constructed if two
nodes carry two different, but related keys KA and KB such that the condition
C = H(KA) = H(KB), where H is a suitable cryptographic hash function, is
fulfilled. We call such related keys colliding keys and the resulting value C a
collision key. Probability of two randomly chosen values for KA and KB being
colliding keys is generally very low due to the collision resistance of the hash
function. Therefore, we modify the process how keys for the key pool are selected.

Instead of randomly selecting |S| keys from the possible key space, |S|
2 colliding

key pairs are taken to form a key pool S. Thus, the total number of keys in the
key pool remains |S| and the key pool gets the structure depicted in Figure 1.

Fig. 1. Key pool structure in the collision key improvement. Colliding keys from the
key pool are denoted KA and KB . Collision keys are depicted as C. H denotes a secure
hash function.

Colliding keys long enough to withstand a brute-force attack can be efficiently
generated due to the birthday paradox. In Section 6, we demonstrate that for
key length of N = 80 bits thousands of colliding key pairs can be generated with
a moderate computational power.

Beside the key pool structure, we also slightly modify the way how keys are
selected to a key ring. The keys are still picked from the key pool randomly with-
out replacement, however, we do not allow two colliding keys to be in the same
key ring. Thus, if a key is picked, not only itself but also its colliding counterpart
is temporarily marked off the key pool. Once the key ring is complete, all keys
are put back to the key pool and the next node is processed.

In the shared key discovery phase, similarly to the q-composite scheme, two
nodes X and Y can establish a link key if they share at least q keys. The shared
keys can be both colliding keys drawn directly from the key rings or collision
keys computed using a hash function H . Since every node has m keys in its key
ring, it is also able to establish m collision keys. Thus our improvement signifi-
cantly increases the effective size of the key rings as evaluated in the following
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subsection. Therefore, we can expand the key pool accordingly while keeping
the probability of a link key establishment at the desired level. This expansion
increases the node capture resilience. In the rest of the paper we refer to this
improvement as to the collision key improvement.

3.1 Probability of Link Key Establishment

In this subsection we show how to calculate the probability that any two nodes
in the network are able to directly establish a link key in the shared key dis-
covery phase. Let us define the following notation to support readability of the
subsequent analysis.

Definition 1{ |S|
m

}
=

|S| · (|S| − 2) · (|S| − 4) · ... · (|S| − 2 · (m− 2)) · (|S| − 2 · (m− 1))

m!

The formula expresses the number of all possible key rings of size m selected
from a key pool of size |S| where no colliding key pair is present in the key rings.
Thus it can be viewed as |S| choose m, where the choice has to respect the above
mentioned constraint. For justification see the Appendix.

The probability that any two nodes in the network share exactly i keys from
the key pool S and exactly j collision keys that do not result from the i shared
keys can be calculated as follows (see the Appendix for proof):

PSharedExactly(i, j) =

(
m
i

)(
m− i
j

){ |S| − 2m
m− i− j

}
{ |S|

m

} (1)

Two nodes can establish a link key if they share at least q independent keys,
no matter whether these are colliding or collision keys. The collision keys are
counted only if their pre-images are not. Thus the probability that any two nodes
in a network are able to establish a link key is, among m and |S|, dependent also
on the parameter q and can be calculated as:

PLinkEstablishI =

m∑
i=0

m∑
j=0

PSharedExactly(i, j) (2)

where i+ j ≥ q and i+ j ≤ m.

3.2 Resulting Node Capture Resilience

In this subsection we evaluate the collision key improvement with respect to the
node capture resilience. The resilience is dependent on the number of captured
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nodes x, the key pool size |S|, the key ring size m and the desired probability
of a link key establishment PLinkEstablishI . We assume that an attacker has
selected the nodes to capture in a random fashion and calculate the node capture
resilience as

PLinkComprI =

m∑
i=0

m∑
j=0

(1− (1− m

|S| )
x)i(1− (1− 2m

|S| )
x)j

PSharedExactly(i, j)

PLinkEstablishI
(3)

where i+ j ≥ q, i+ j ≤ m. For proof see the Appendix.
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Fig. 2. Node capture resilience after x randomly selected nodes have been captured,
key ring size m = 200, probability of link key establishment PLinkEstablishI = 0.33

Figure 2 presents a comparison of the q-composite scheme and the collision
key improvement. It is clear that our improvement provides a better node cap-
ture resilience for both values of q. E.g., if q = 2 and 50 nodes are captured, the
resilience of the q-composite scheme is 4.7%, whereas the collision key improve-
ment gives us the resilience of 2.7%.

4 Key-Chain Improvement

The second proposed modification of the basic random key predistribution in-
troduces hash chains into the key pool construction. We will refer to this modifi-
cation as to the key-chain improvement. The key-chain improvement was loosely
inspired by previous work of Ren et al. [4], but our scheme utilizes hash chains
in a different manner. Furthermore, we employ basic hash chains instead of the
keyed ones.
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In our scheme, the key pool consists of |S| hash chains of a length L and
every value in the chains is considered as a potential key. Thus, we refer to the
hash chains as to the key-chains. The structure of the key pool is depicted in
the Figure 3.

Fig. 3. Key pool structure in the key-chain improvement. The knowledge of a key Kij

enables one to compute keys Kik for every k ≥ j.

In the key-setup phase, every node is randomly assigned a key from m ran-
domly selected key-chains. If two nodes were assigned keys from the same key-
chain, they are able to calculate a shared key. A node with a value closer to the
beginning of the key-chain can traverse the chain downwards to find the shared
key carried by the second node.

In the shared key discovery phase, two nodes can establish a link key when
sharing at least q independent keys.

The actual size of the key pool is |S| · L, although in the subsequent analysis
we shall consider the number of key-chains |S| as the key pool size. The length
of a key-chain L shall be taken as an independent parameter that influences the
scheme security. The key-chain improvement can be further combined with the
collision key improvement to get even better performance. The combination is
considered in Section 5.

4.1 Probability of Link Key Establishment

The probability that any two nodes share exactly i independent keys is equal
to the same probability for the basic EG and q-composite schemes. To calculate
the probability we can use the formula from [2]:

PSharedExactly(i) =

(|S|
i

)( |S|−i
2(m−i)

)(
2(m−i)
m−i

)
(|S|
m

)2 (4)

Note that the probability is independent of the key-chain length L as the length
influences only the node capture resilience provided by the scheme. The proba-
bility of a link key establishment for a given q is then

PLinkEstablishII =
m∑
i=q

PSharedExactly(i) (5)
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4.2 Resulting Node Capture Resilience

The node capture resilience is in this case dependent (among other parameters)
also on the key-chain length L. To evaluate the node capture resilience, we first
calculate the probability that a key from a given key-chain is compromised after
an attacker captured x random nodes as follows (see the Appendix for proof):

PChainCompr =

L∑
i=1

2 · i− 1

L2
(1 − (1− m

|S|
i

L
)x) (6)

Assuming an attacker has selected the nodes to capture in a random fashion,
the node capture resilience can be calculated as

PLinkComprII =

m∑
i=q

(PChainCompr)
iPSharedExactly(i)

PLinkEstablishII
(7)

0 50 100 150 200 250 300
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Number of nodes captured

N
od

e 
ca

pt
ur

e 
re

si
lie

nc
e

 

 

q−composite scheme, q=1
q−composite scheme, q=2
key−chain improvement, q=1, L=10
key−chain improvement, q=2, L=10

Fig. 4. Node capture resilience after x randomly selected nodes have been captured,
key ring size m = 200, probability of link key establishment PLinkEstablishII = 0.33,
effective key-chain length L = 10

Figure 4 presents a comparison of the q-composite scheme and the key-chain
improvement. Again, our improvement provides a better node capture resilience
for both values of q. E.g., if q = 2 and 50 nodes are captured, the resilience of the
q-composite scheme is 4.7%, whereas the key-chain improvement provides the
resilience of 2.5%. Such a resilience is even better than the resilience provided
by the collision key improvement proposed in Section 3.
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4.3 Key-Chain Length

An important security parameter of the key-chain improvement is the length of
the key-chains. It holds that the longer the key-chain, the better the node capture
resilience. However, as the length of the key-chain increases, the security gain
obtained for a single unit increment decreases rapidly as demonstrated in Figure
5. Also, when evaluating the node capture resilience, we have to consider the
effective length of the key-chain, not the actual one. The effective length of a
key-chain is the number of different keys from the key-chain that are actually
assigned to some key ring. The effective length is dependent on the number of
nodes in the network n, the size of a key ring m and the size of the key pool |S|.
The average effective key-chain length cannot exceed n·m

|S| , which is the expected

number of nodes that will be assigned a key from a given key-chain. If we set the
actual length to be equal to this number, the average effective key-chain length
will be shorter. We can get close to the bound by setting the actual length
artificially long. Yet this would increase the computational complexity of the
key establishment as nodes would need to perform more hashing to establish a
shared key. In practice, it is not necessary to reach the maximum length available
due to the steep decrease in additional gain demonstrated in the Figure 5.
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Fig. 5. Relationship between an effective length of a key-chain and node capture re-
silience. Key ring size m = 200, probability of link key establishment PLinkEstablishII =
0.33, q = 2 and the number of captured nodes x = 50.

For most networks, a practical value of the effective key-chain length would
be around L = 10. Such an effective length is achievable with only a slightly
higher actual key-chain length for sufficiently large networks.
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5 Combined Results

The key-chain improvement can be directly combined with the collision key
improvement to obtain even better results with respect to the node capture
resilience. To combine both improvements, the end points of the key chains
should be the colliding keys. This requirement can be easily fulfilled due to the
nature of the parallel collision search algorithm. If the collision is found, also the
two hash chains that precede it are obtained, see Section 6.

The probabilities of a link key establishment between any two nodes in the
network are calculated similarly as in the case of the collision key improvement
using Equations 1 and 2. The size of the key pool |S| is in this case defined as
the number of key-chains. Thus |S| has a similar meaning as in the key-chain
improvement.

For given arguments, one obtains the same probability of a link key establish-
ment for both the collision key improvement and for the combined solution. Yet
there is a difference in the achieved node capture resilience, which is higher for
the combined solution. The difference is dependent on the effective length L of
the key-chains.

The node capture resilience of the combined scheme can be calculated as

PLinkComprIII =
m∑
i=0

m∑
j=0

(PChainCompr)
i(1−(1− 2m

|S| )
x)j

PSharedExactly(i, j)

PLinkEstablishI
(8)

where i+ j ≥ q, i+ j ≤ m.
Figure 6 demonstrates that the combined improvement outperforms the q-

composite scheme and the key-chain improvement. E.g., if q = 2 and 50 nodes are
captured, q-composite scheme scores 4.7%, collision key improvement 2.7%, key-
chain improvement 2.5% and the combined improvement 2.2%. The comparison
gets even better for the combined improvement as the number of captured nodes
grows.

The scheme of Ren et al. [4] provides a slightly better node capture resilience
than our combined improvement for a small number of captured nodes. However,
as this number grows our combined improvement starts to outperform the Ren’s
scheme. For PLinkEstablishI = 0.5, q = 2 and m = 161, the turning point is
around 125 of captured nodes. Since we were not able to fully reproduce Ren’s
analytical results (and did not get any response from the contacted authors), we
did the comparison only for the parameters used in their paper.

The communication overhead of the shared-key discovery phase, when our
combined improvement is used, is dependent on the discovery procedure itself.
For some procedures it is similar to the overhead of the basic random key predis-
tribution schemes. E.g., if the pseudo-random predistribution [9] is used, identi-
fiers of keys assigned to a particular node can be calculated from the node ID.
These identifiers can carry all the information necessary to discover shared keys
– the key’s position in a hash-chain and the hash-chain identifier. Additionally,
the shared collision key can be figured out through the hash-chain identifiers
when these identifiers (assigned to the colliding hash-chains) differ only in the
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Fig. 6. Node capture resilience of the combined improvement. Key ring size m = 200,
probability of link key establishment PLinkEstablishI = 0.33, effective key-chain length
L = 10.

Table 1. Probabilities that two nodes share exactly i keys from hash chains and j
additional collision keys. Value i is dependent on the row and value j on the column
of the table. PLinkEstablishI = 0.33, q = 1, m = 200.

i\j 0 1 2 3

0 0.67 0.1344 0.0134 0.0009
1 0.1344 0.0267 0.0026 0.0002
2 0.0134 0.0026 0.0003 0
3 0.0009 0.0002 0 0

least significant bit. Thus the communication overhead only covers transmission
of the node IDs. Another advantage of the pseudo-random approach is that the
nodes do not need to store their own key identifiers as these can be computed
when actually needed.

Another interesting information concerns the composition of link keys estab-
lished, e.g., what fraction of keys is based solely on the collision keys or solely
on the keys from the hash chains. Such information can be calculated using
Equation 1. The equation gives us the probability that two nodes share exactly
i keys from hash chains and j additional collision keys. The sample probabilities
for PLinkEstablishI = 0.33, q = 1, m = 200 and different combinations of i and
j are summarized in Table 1. E.g., the probability that a link key is based on
exactly two keys from hash chains and a single collision key is given in the row
2, column 1. The probability that two nodes do not share any key is in the row
0, column 0. Note that the table is symmetric, i.e., both types of keys are used
with an equal probability. The table is not complete, yet the probabilities of
other combinations of i and j are negligible.
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6 Computational Results

Analytical results presented in the previous sections were computationally ver-
ified using our network simulator. We have simulated the q-composite scheme
and all the proposed improvements using various settings for critical parame-
ters and networks of different sizes and topologies. For every setting, an average
over 10 different simulation runs was taken as a result. The reference simulated
network had 10,000 nodes, though we have tested also other sizes. It showed
that obtained analytical and simulated results for node capture resilience are
consistent. The simulator and its source codes are available for download along
with sample configuration scripts that enable the verification of results1.

The important part of the collision key and the combined improvement is
a search for collisions of the cryptographic hash function. This search can be
efficiently performed due to the birthday paradox. In order to find an N -bit
collision in a cryptographic hash function, one needs to perform approximately
2

N
2 hashing operations. Furthermore, to find c2 such collisions for 1 ≤ c ≤ 2

N
2 ,

one needs to perform “only” approximately c · 2N
2 hashing operations [7]. Thus,

once the first collision is found, additional collisions can be found increasingly
efficiently. If we assume 80-bit keys are used, to create the key pool for |S| =
216 one needs to find 215 collisions which requires approximately 247.5 hashing
operations. This can be reached with a moderate computational power. Note
that 80-bit keys can be still considered as secure and appropriate for use in
wireless sensor networks as attacker needs to try approximately 279 values to
brute force the key.

We have conducted our collision search using the parallel collision search
method proposed by van Oorschot and Wiener [10]. This method is based on
Hellman’s time-memory trade-off approach and calculates long hash-chains. We
have searched for 80-bit collisions of the SHA-256 hash function, 80-bit values
were taken as an input and 80 most significant bits of the SHA-256 function as
an output. We used the Gladman’s implementation2 of the hash function. The
aggregate time to find over 5,000 suitable collisions was approximately 19,000
hours on a single 3GHz CPU core. The search was distributed using the BOINC
infrastructure [11] to around 1,000 CPU cores so the search took less than a
day. Approximately 223 hash chains with an average length of 224 were com-
puted, thus about 247 hashing operations were performed. The time spent and
resources invested are moderate and within reasonable bounds since this proce-
dure takes place only once in a network lifetime. The speed of the search could
be significantly increased using GPUs or special purpose hardware like FPGA.

7 Conclusions

The key distribution stands among the most critical security issues for wireless
sensor networks. In this paper, we proposed and analyzed two improvements

1 http://www.fi.muni.cz/~xsvenda/papers/SecureComm2012/
2 http://gladman.plushost.co.uk/oldsite/cryptography technology/

sha/index.php

http://www.fi.muni.cz/~xsvenda/papers/SecureComm2012/
http://gladman.plushost.co.uk/oldsite/cryptography_technology/sha/index.php
http://gladman.plushost.co.uk/oldsite/cryptography_technology/sha/index.php
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(and their combination) of the random key predistribution schemes. The first im-
provement exploits limited length collisions in secure hash functions to increase
the probability of two nodes sharing a key. The second improvement introduces
hash chains into the key pool construction to directly enhance the node capture
resilience. Both these improvements can be further combined to bring the best
performance. Our analytical results were supported by simulations.

Our improvements are particularly advantageous for networks where the at-
tacker manages to capture a significant number of nodes. However, the benefits
of our improvements are not limited to the basic random key predistribution
schemes. The improvements could be employed, e.g., in the deterministic or hy-
brid approach proposed in [5]. We leave the investigation of such combination
for the future work. Another challenge is to analyze the improvements face to
face with a clever attacker who does not capture the nodes in a random fashion.
Yet the impact of such an attacker could be limited by a deterministic selection
of keys to be placed into key rings.
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Appendix: Proofs and Calculations

In this appendix we provide proofs of the selected equations and also justify the
following statement that relates to the Definition 1. The formula in Definition 1
expresses the number of all possible key rings of size m selected from a key pool
of size |S| where no colliding key pair is present in the key rings.

Proof. We have |S| possibilities how to select the first key for a key ring. After
this selection, we mark the selected key and its colliding key off the key pool.
Thus we have only |S| − 2 possibilities how to select the second key. The keys
are selected in this fashion until we select the m-th key for which only |S| − 2 ·
(m − 1) possibilities remain. Since the order in which the keys were selected is
not important, we divide the result by the number of permutations m!. ��

Proof (Equation 1). We have
{ |S|

m

}
possibilities how to select m keys into a key

ring for any given node. Given these m keys, we have
(
m
i

)
ways to select the i

shared keys. Similarly, once these i shared keys have been picked, we have
(
m−i
j

)
ways to select j shared collision keys that do not result from the i shared keys.
Finally, we have to pick the remaining m− i−j keys for the second key ring that
are not the keys from the first key ring nor their colliding counterparts. Hence
we pick them from the key pool without m colliding key pairs (2m keys). This
can be done by

{ |S| − 2m
m − i − j

}
ways. Thus the number of key ring assignments for

two nodes such that they share exactly i keys and are able to calculate exactly
j collision keys excluding the collision keys resulting from the i shared keys is{ |S|

m

} (
m
i

)(
m−i
j

) { |S| − 2m
m − i − j

}
. The total number of key ring assignments for any

two nodes is
{ |S|

m

}2
. Thus the resulting probability is the fraction of these two

values. ��
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Proof (Equation 3). We follow and extend the proof from [2]. Since every node
contains m keys out of |S|, the probability that an attacker obtains a particular
key after a single node is captured is m

|S| . The probability that the attacker does

not obtain the particular key after x nodes have been captured is thus (1− m
|S| )

x.

Finally, the probability that the attacker compromises a link key that is based
on exactly i shared keys is (1− (1 − m

|S|)
x)i.

Similarly, the probability that the attacker obtains a particular collision key

after a single node is captured is 2m
|S| , because we have only |S|

2 distinct collision

keys and every node is able to calculate exactly m such keys. Hence, the proba-
bility that the attacker compromises a link key based on exactly j collision keys
is (1 − (1− 2m

|S| )
x)j .

Assuming a link is secured with a link key, the probability that the link key

is based on exactly i shared keys and j collision keys is
PSharedExactly(i,j)
PLinkEstablishI

. ��

Proof (Equation 6). Assume that two nodes were assigned keys from a given
key-chain, then the probability that they establish i-th key of the key-chain
as a shared key is 2·i−1

L2 . Furthermore, the probability that i-th key of a given

key-chain was compromised after a random node was captured is m
|S|

i
L . The

probability that an attacker has compromised i-th key of a given key-chain after
he captured x nodes is 1− (1− m

|S|
i
L )

x. ��
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